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P R E F A C E 

Despite our attempts to be rigorously selective, the volumes of the 
Course of Theoretical Physics grow larger at every revision. Of course, 
this is a natural and inevitable consequence of the rapid development 
of science, but nevertheless the books become thereby less and less 
convenient for use by students, and indeed by anyone other than 
those whose profession is theoretical physics. 

Faced with this situation, Landau was eagerly considering, in the 
years preceding his terrible accident, the idea of producing a shorter 
course of theoretical physics based on the complete course. He felt 
that the shorter course should comprise the minimum of material 
that should be familiar to every present-day physicist, working in no 
matter what branch of physics. The tragedy of 1962 prevented Landau, 
my teacher and friend, from himself taking part in putting this plan 
into effect, and the first volume of the course did not appear until 
after his death. 

This shorter course will consist of three volumes: 
1. Mechanics and Electrodynamics 
2. Quantum Mechanics 
3. Macroscopic Physics 
The present Volume 1 is essentially a careful abridgement of our 

Mechanics and The Classical Theory of Fields. I have tried to take 
account of all the views expressed by Landau in our early discussions 
of the plans for these books. In particular, he considered that such a 
shorter course should not include any discussion of the general theory 
of relativity. In his opinion, the fundamental physical ideas and results 
of that theory ought to be described in courses of general physics. 



while the study of its complete mathematical treatment is necessary 
(at least for the present) only for theoretical physicists. 

The remaining content of Volumes 1 and 2 of the Course of Theoret­
ical Physics has been reduced to about one-half. Since the shorter 
course is not intended to provide a professional knowledge of every 
technique in theoretical physics, only a small number of problems 
have been retained as simple illustrations. 

May I take this opportunity to express my sincere thanks to Dr. 
Sykes and Professor Hamermesh for all that they have done in making 
our books known to English-speaking students of physics. The English 
editions of the books began with Professor Hamermesh's translation 
of The Classical Theory of Fields, and were continued by those of 
Dr. Sykes and his colleagues. His prolonged labours have been largely 
responsible for the carefulness and accuracy of the translations, and 
his comments have on many occasions helped us to make corrections 
for the English versions. 

E. M. Lifshitz 



TRANSLATOR'S N O T E 

THE work of Professor Hamermesh and myself as translators of this 
book has consisted largely in selecting the necessary passages from 
our previous translations of Volumes 1 and 2 of the same authors ' 
Course of Theoretical Physics. Each of us having done this, I then 
sought to bring the two constituent parts into harmony by eliminating 
the major differences in notation, orthography and style. 

For my own par t I wish to acknowledge the valuable advice of 
Dr. J S. Bell and Dr. J. L. Beeby. 

J.B.S. 
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N O T A T I O N 

Mechanical quantities 

Generalised coordinates and momenta q^, p¡ 
Lagrangian and Hamiltonian functions 

(Part I) L, Η 
(Part II) L, 96 

Particle energy and momentum 
(Part I ) ^ , p 
(Part II) c5, ρ 

Angular momentum Μ 
Moment of force (torque) Κ 
Inertia tensor I^f^ 

Electromagnetic quantities 

Electromagnetic field scalar and vector potentials φ, A 
Electric and magnetic field intensities E, Η 
Charge and current densities ρ, j 
Electric and magnetic dipole moments d, m 

Mathematical notation 
Volume, surface and line elements d F , df, dl 
Three-dimensional vector and tensor indices are denoted by Latin 

letters /, fc, /, . . . , which take the values x, y, z. 
Four-dimensional vector and tensor indices are denoted by Greek 

letters λ, μ, v, . . . , which take the values 0, 1, 2, 3. 
The rule for raising and lowering four-dimensional indices is given 

on page 130. 
The rule of summation over repeated (dummy) indices is given on 

pages 81 and 130. 
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C H A P T E R 1 

THE EQUATIONS OF MOTION 

§1. Generalised coordinates 

One of the fundamental concepts of mechanics is that of a particle. 
By this we mean a body whose dimensions may be neglected in de­
scribing its motion. The possibility of so doing depends, of course, on 
the conditions of the problem concerned. For example, the planets 
may be regarded as particles in considering their motion about the 
Sun, but not in considering their rotation about their axes. 

The position of a particle in space is defined by its position vector r, 
whose components are its Cartesian coordinates x, y, z. The derivative 
V = dr/dr of r with respect to the time t is called the velocity of the 
particle, and the second derivative a^tjafi is its acceleration. In what 
follows we shall, as is customary, denote differentiation with respect 
to time by placing a dot above a letter: ν = f. 

To define the position of a system of particles in space, it is neces­
sary to specify position vectors, i.e. 3iVcoordinates. The number of 
independent quantities which must be specified in order to define uni­
quely the position of any system is called the number of degrees of free­
dom', here, this number is 3N, These quantities need not be the Carte­
sian coordinates of the particles, and the conditions of the problem 
may render some other choice of coordinates more convenient. Any 
s quantities q^, q^, - "> Qs which completely define the position of 
a system with s degrees of freedom are called generalised coordinates 
of the system, and the derivatives ^, are called its generalised velocities. 



4 The Equations of Motion §2 

§2. The principle ofleast action 

The most general formulation of the law governing the motion of 
mechanical systems is the principle of least action or Hamilton's 
principle^ according to which every mechanical system is characterised 
by a definite function L{q^, q^, ..., q^, q^, q^, ..., q^, t), or briefly 
L(q, q, t\ and the motion of the system is such that a certain condition 
is satisfied. 

Let the system occupy, at the instants ti and 2̂» positions defined 
by two sets of values of the coordinates, q^^^ and Then the con­
dition is that the system moves between these positions in such a way 
that the integral 

S=^¡L{q,q,t)át (2.1) 

t For brevity, we shall often conventionally denote by q the set of all the coordi­
nates 1̂, , . . . , ^„ and similarly by q the set of all the velocities. 

When the values of the generalised coordinates are specified, how­
ever, the "mechanical s ta te" of the system at the instant considered 
is not yet determined in such a way that the position of the system 
at subsequent instants can be predicted. For given values of the coordi­
nates, the system can have any velocities, and these afíect the position 
of the system after an infinitesimal time interval át. 

If ail the coordinates and velocities are simultaneously specified, it 
is known from experience that the state of the system is completely 
determined and that its subsequent motion can, in principle, be calcu­
lated. Mathematically, this means that , if all the coordinates q and 
velocities q are given at some instant, the accelerations at that instant 
are uniquely defined.^ 

The relations between the accelerations, velocities and coordinates 
are called the equations of motion. They are second-order difierential 
equations for the functions q{t), and their integration makes possible, 
in principle, the determination of these functions and so of the path 
of the system. 



§2 The principle of least action 5 

takes the least possible value. The function L is called the Lagrangian 
of the system concerned, and the integral (2.1) is called the action. 

The fact that the Lagrangian contains only q and q, bu t not the 
higher derivatives q\ q, etc., expresses the result already mentioned, 
that the mechanical state of the system is completely defined when 
the coordinates and velocities are given. 

Let us now derive the diflFerential equations which solve the problem 
of minimising the integral (2.1). For simplicity, we shall at first 
assume that the system has only one degree of freedom, so that only 
one function q(t) has to be determined. 

Let q = q{t) be the function for which 5 is a minimum. This means 
that S is increased when (̂0 is replaced by any function of the form 

qitH8q(tl (2.2) 
where dq(t) is a function which is small everywhere in the interval of 
time from ti to t2\ dq(t) is called a variation of the function q(t). 
Since, for t = ti and for / = t2, all the functions (2.2) must take the 
values q^^^ and q^^^ respectively, it follows that 

»q(ti) = dq(t2) = 0. (2.3) 

The change in S when q is replaced by ^-f-á^ is 

j Liq+dq, q^bq, t) d / - J Uq, 4. t)dt. 

When this difference is expanded in powers of dq and dq in the inte­
grand, the leading terms are of the first order. The necessary condition 
for S to have a minimum is tha t these terms (called the first variation, 
or simply the variation, of the integral) should be zero. Thus the prin­
ciple of least action may be written in the form 

dS=dJL(q,q,t)dt = 0, (2.4) 
h 

or, effecting the variation, 



6 The Equations of Motion §2 

jbq 
dq 

It 

+ 

The conditions (2.3) show that the integrated term in (2.5) is zero. 
There remains an integral which must vanish for all values of öq. This 
can be so only if the integrand is zero identically. Thus we have 

d / 9 L \ 9L 
dt \ dqj dq 

When the system has more than one degree of freedom, the s 
different functions q^it) must be varied independently in the principle 
of least action. We then evidently obtain s equations of the form 

These are the required differential equations, called in mechanics 
Lagrange's equations,^ If the Lagrangian of a given mechanical 
system is known, the equations (2.6) give the relations between acceler­
ations, velocities and coordinates, i.e. they are the equations of motion 
of the system. 

Mathematically, the equations (2.6) constitute a set of s second-
order equations for s unknown functions ^^O- The general solution 
contains 2s arbitrary constants. To determine these constants and 
thereby to define uniquely the motion of the system, it is necessary 
to know the initial conditions which specify the state of the system 
at some given instant, for example the initial values of all the coordi­
nates and velocities. 

Let a mechanical system consist of two parts A and Β which would, 
if closed, have Lagrangians and Lß respectively. Then, in the limit 

t In the calculus of variations they are Euler's equations for the formal problem 
of determining the extrema of an integral of the form (2.1). 

Since bq - ábqfát, we obtain, on integrating the second term by 
parts . 



§2 The principle of least action 7 

where the distance between the parts becomes so large that the inter­
action between them may be neglected, the Lagrangian of the whole 
system tends to the value 

\imL = LA^-LB. (2.7) 

This additivity of the Lagrangian expresses the fact that the equations 
of motion of either of the two non-interacting parts cannot involve 
quantities pertaining to the other part . 

It is evident that the multiplication of the Lagrangian of a mechan­
ical system by an arbitrary constant has no effect on the equations 
of motion. From this, it might seem, the following important property 
of arbitrariness can be deduced: the Lagrangians of different isolated 
mechanical systems may be multiplied by different arbitrary constants. 
The additive property, however, removes this indefiniteness, since it 
admits only the simultaneous multiplication of the Lagrangians of all 
the systems by the same constant. This corresponds to the natural 
arbitrariness in the choice of the unit of measurement of the Lagran­
gian, a matter to which we shall return in §4. 

One further general remark should be made. Let us consider two 
functions L\q, q, t) and L{q, q, t), differing by the total derivative 
with respect to time of some function f{q, i) of coordinates and t ime: 

L\q, q, t) = L{q, q, tH~-Aq, t). (2.8) 

The integrals (2.1) calculated from these two functions are such that 

S' = L'(q,q, t) dt = L{q, q, t) dt+ at 

= S+f(q^'\ t2)-f(q^'\ ω. 

i.e. they differ by a quantity which gives zero on variation, so that the 
conditions dS' = 0 and δΞ = 0 are equivalent, and the form of the 
equations of motion is unchanged. Thus the Lagrangian is defined 
only to within an additive total time derivative of any function of 
coordinates and time. 



The Equations of Motion §3 

§3. Galileo's relativity principle 

In order to describe natural processes, it is necessary to choose a 
frame of reference. This is a coordinate system which serves to indicate 
the position of particles in space, together with a clock fixed to the 
system and serving to indicate time. The laws of nature, including the 
laws of motion, are in general different in form for different frames 
of reference. When an arbitrary frame of reference is chosen, it may 
happen that the laws governing even very simple phenomena become 
very complex. The problem naturally arises of finding a frame of 
reference in which the laws of nature take their simplest form. 

The simplest type of motion is that of a free particle, i.e. one which 
is not subject to any external interactions. There exist frames of refer­
ence in which free motion takes place with a velocity which is constant 
in magnitude and direction. These are called inertial frames, and the 
statement that they exist is the law of inertia. 

The inertial property may also be formulated by stating that space 
is homogeneous and isotropic, and time homogeneous, relative to 
such a frame of reference. The homogeneity of space and time signifies 
that all positions of a free particle in space at all times are equivalent; 
the isotropy of space, that different directions in space are equivalent. 
These properties evidently imply that free motion of a particle in any 
direction in space is an unchanging motion. 

If two frames of reference are in uniform relative motion in a 
straight line, and one is an inertial frame, the other frame is obviously 
also an inertial frame, since any free motion in it takes place with 
constant velocity. Thus there is an infinity of inertial frames moving 
with constant relative velocities. 

It is found, in fact, that different inertial frames are equivalent not 
only as regards the properties of free motion. Experiment shows 
that the relativity principle is vaUd: all the laws of nature are the same 
in every inertial frame. That is to say, the equations which express 
the laws of nature are invariant with respect to transformations of the 
coordinates and time from one inertial frame to another. This means 
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t As distinct from relativistic mechanics or Einsteinian mechanics, which will be 
discussed in Chapters 8 and 9. 

that the equations have the same form when written in terms of the 
coordinates and time in different inertial frames. 

Classical mechanics^ or Newtonian mechanics is founded not only 
on the relativity principle but also on the hypothesis that time is 
absolute^ i.e. that time runs in the same manner in every inertial frame. 
When combined with this hypothesis, the relativity principle is called 
Galileo's relativity principle. 

The coordinates r and r' of a given point in two different inertial 
frames of reference Κ and K\ of which the latter moves relative to 
the former with velocity V, are related by 

r = r'+V/. (3.1) 

Here /, the time, is the same in the two frames: 

t = t\ (3.2) 

Differentiation ofequation (3.1) with respect to time gives the custom­
ary law of composition of velocities: 

V = v'+V. (3.3) 

Formulae (3.1) and (3.2) are called a Galileo transformation. Galileo's 
relativity principle states that the laws of nature are invariant under 
this transformation. 

The foregoing discussion indicates quite clearly the exceptional 
properties of inertial frames, and consequently these frames should 
usually be employed in the investigation of mechanical phenomena. 
Unless otherwise stated, it will be impHed henceforward that an 
inertial frame is used. 

The complete physical equivalence of all inertial frames shows also 
that there is no "absolute" frame of reference which should be pre­
ferred to all other frames. 
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§4. The Lagrangian for a free particle 

Let us now go on to determine the form of the Lagrangian, and 
consider first of all the simplest case, that of the free motion of a 
particle relative to an inertial frame of reference. 

Because of the homogeneity of space and time, the Lagrangian of a 
free particle cannot depend explicitly on either the position vector r 
or the time i.e. L is a function of the velocity ν only; because of the 
isotropy of space, the Lagrangian must also be independent of the 
direction of the vector v, and is therefore a function only of its magni­
tude, i.e. of = 

L = L(v^. 

The form of this function is uniquely determined by Galileo's 
relativity principle, which shows that L{v^) must have the same form 
in every inertial frame of reference. When we change from one frame 
to another, the velocity of the particle is transformed in accordance 
with (3.3), and L{v^) thus becomes L[(v'-F V)^]. The latter expression 
must therefore diner from L{v'^), if at all, by the total derivative of a 
function of coordinates and t ime; it has been shown at the end of §2 
that such a derivative can always be omitted from the Lagrangian. 

This condition is satisfied only by a function of the form 

L = av^. 

The transformation ν = v ' + V gives 

L(v^ = av^ = a(v'+V)2 

= fli;'2-h2öv'.V-f-aK2, 

or, since v' = dr ' /di, 

L(v^) = UV'^)+^^ ( 2 a r ' . V + a F 2 0 . 

The additional terms do in fact form a total derivative and may be 
omitted. 



§4 The Lagrangian for a free particle 11 

t We shall use the suffixes 0, ¿>, c, . . . to distinguish the various particles, and /, 
,̂ /, . . . to distinguish the coordinates. 

The constant a is usually written as ^m, and the Lagrangian of a 
freely moving particle thus becomes 

L = \mv\ (4.1) 

The quantity m is called the mass of the particle. The additive prop­
erty of the Lagrangian shows that for a system of particles which 
do not interact we have^ 

i = E i ^ a ^ a . (4.2) 

It should be emphasised that the above definition of mass becomes 
meaningful only when the additive property is taken into account. 
As has been mentioned in §2, the Lagrangian can always be multiplied 
by any constant without affecting the equations of motion. As regards 
the function (4.2), such muhiplication amounts to a change in the 
unit of mass ; the ratios of the masses of different particles remain 
unchanged thereby, and it is only these ratios which are physically 
meaningful. 

It is easy to see that the mass of a particle cannot be negative. For, 
according to the principle of least action, the integral 

2 
Sf = J \mv^át 

1 

has a minimum for the actual motion of the particle in space from 
point 1 to point 2. If the mass were negative, the action integral 
would take arbitrarily large negative values for a motion in which 
the particle rapidly left point 1 and rapidly approached point 2, and 
there would be no minimum. 

It is useful to notice that 

= {állátf = {álfliátf. (4.3) 

Hence, to obtain the Lagrangian, it is sufficient to find the square of 
the element of arc d/ in a given system of coordinates. In Cartesian 
coordinates, for example, d P = áx^-\-áy^-\-áz^, and so 

L = |m(jc2-h>^2^.¿2), (4 4) 
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t This statement is valid only in classical mechanics. 

In cylindrical coordinates d/^ = dr^+r^ άφ^Λ-άζ^, whence 

L = \m{P~^r^i-z^y (4,5) 

In spherical coordinates d/^ = dr^ + r^ άθ^+ή sin^ θ dφ^, and 

L = |m( r2 _μ ^202 _̂  ^2φ2 sjĵ 2 (4 6) 

§5. The Lagrangian for a system of particles 

Let us now consider a system of particles which interact with one 
another but with no other bodies. This is called a closed system. It is 
found that the interaction between the particles can be described by 
adding to the Lagrangian (4.2) for non-interacting particles a certain 
function of the coordinates, which depends on the nature of the inter­
action.^ Denoting this function by — U, we have 

L = ^i'rty,-U(r„r„ ...), (5.1) 

where r^ is the position of the ath particle. This is the general form of 
the Lagrangian for a closed system. The sum Τ = Z—m^n^^ is called 
the kinetic energy, and U the potential energy, of the system. The 
significance of these names is explained in §6. 

The fact that the potential energy depends only on the positions of the 
particles at a given instant shows that a change in the position of any 
particle instantaneously affects all the other particles. We may say 
that the interactions are instantaneously propagated. The necessity 
for interactions in classical mechanics to be of this type is closely 
related to the premises upon which the subject is based, namely the 
absolute nature of time and GaUleo's relativity principle. If the prop­
agation of interactions were not instantaneous, but took place with 
a finite velocity, then that velocity would be different in different 
frames of reference in relative motion, since the absoluteness of time 
necessarily implies that the ordinary law of composition of velocities is 
applicable to all phenomena. The laws of motion for interacting 
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t The derivative of a scalar quantity with respect to a vector is defined as the 
vector whose components are equal to the derivatives of the scalar with respect to 
the corresponding components of the vector. 

bodies would then be different in different inertial frames, a result 
which would contradict the relativity principle. 

In §3 only the homogeneity of time has been spoken of. The form 
of the Lagrangian (5.1) shows that time in mechanics is both homo­
geneous and isotropic, i.e. its properties are the same in both directions. 
For, if t is replaced by - 1 {time reversal), the Lagrangian is unchanged, 
and therefore so are the equations of motion. In other words, if a 
given motion is possible in a system, then so is the reverse motion 
(that is, the motion in which the system passes through the same states 
in the reverse order). In this sense all motions which obey the laws 
of classical mechanics are reversible. 

Knowing the Lagrangian, we can derive the equations of motion^: 

(5.2) 
át ΘΥα 9ra ^ 

Substitution of (5.1) gives 

Wadva /d r = - 9 £ / / θ Γ α . (5.3) 

In this form the equations of motion are called Newton's equations 
and form the basis of the mechanics of a system of interacting particles. 
The vector 

F« = -aC / / ara (5.4) 

which appears on the right-hand side of equation (5.3) is called the 
force on the ath particle. Like C/, it depends only on the coordinates 
of the particles, and not on their velocities. The equation (5.3) therefore 
shows that the acceleration vectors of the particles are likewise func­
tions of their coordinates only. 

The potential energy is defined only to within an additive constant, 
which has no effect on the equations of motion. This is a particular 
case of the non-uniqueness of the Lagrangian discussed at the end of 
§2. The most natural and most usual way of choosing this constant 
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is such that the potential energy tends to zero as the distances between 
the particles tend to infinity. 

If we use, to describe the motion, arbitrary generahsed coordinates 
qi instead of Cartesian coordinates, the following transformation is 
needed to obtain the new Lagrangian: 

Xa =fa(qi, Í2, . . qsl Xa = Σ"^^^· 

Substituting these expressions in the function L = γΣ'"α(^α"^>'α+ 
+¿1)- υ, we obtain the required Lagrangian in the form 

L = \J^aiu{q)qiqk-U{q\ (5.5) 

where the â^̂  are functions of the coordinates only. The kinetic energy 
in generalised coordinates is still a quadratic function of the velocities, 
but it may depend on the coordinates also. 

Hitherto we have spoken only of closed systems. Let us now consider 
a system A which is not closed and interacts with another system Β 
executing a given motion. In such a case we say that the system A 
moves in a given external field (due to the system B). Since the equa­
tions of motion are obtained from the principle of least action by 
independently varying each of the coordinates (i.e. by proceeding as 
if the remainder were given quantities), we can find the Lagrangian 

of the system A by using the Lagrangian L of the whole system 
A Λ-Β and replacing the coordinates therein by given functions of 
time. 

Assuming that the system ^ -f ^ is closed, we have L = TJ^q^, q^)+ 
-^Tßiqß, ^ 5 ) — 1 / ( 9 ^ , ^ Ä ) , where the first two terms are the kinetic 
energies of the systems A and Β and the third term is their combined 
potential energy. Substituting for qß the given functions of time and 
omitting the term T[qß{t\ qß{t)] which depends on time only, and is 
therefore the total time derivative of a function of time, we obtain 

= T^{q^, 4Α)~^Ι^Α^ ^Β(0]· Thus the motion of a system in an 
external field is described by a Lagrangian of the usual type, the only 
difference being that the potential energy may depend expHcitly on 
time. 
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For example, when a single particle moves in an external field, the 
general form of the Lagrangian is 

L=-\mv^-U{T,t\ (5.6) 

and the equation of motion is 

wv = ~9C/ /3r . (5.7) 

A field such that the same force F acts on a particle at any point 
in the field is said to be uniform. The potential energy in such a field is 
evidently 

C/ = - F . r . (5.8) 

To conclude this section, we may make the following remarks 
concerning the application of Lagrange's equations to various prob­
lems. It is often necessary to deal with mechanical systems in which 
the interaction between different bodies (or particles) takes the form 
of constraints, i.e. restrictions on their relative position. In practice, 
such constraints are effected by means of rods, strings, hinges and so 
on. This introduces a new factor into the problem, in that the motion 
of the bodies results in friction at their points of contact, and the 
problem in general ceases to be one of pure mechanics (see §20). In 
many cases, however, the friction in the system is so slight that its 
effect on the motion is entirely negligible. If the masses of the constrain­
ing elements of the system are also negligible, the effect of the con­
straints is simply to reduce the number of degrees of freedom s of 
the system to a value less than 3iV. To determine the motion of the 
system, the Lagrangian (5.5) can again be used, with a set of independ­
ent generalised coordinates equal in number to the actual degrees of 
freedom. 

P R O B L E M S 

Find the Lagrangian for each of the following systems when placed in a uniform 
gravitational field (acceleration g). 

PROBLEM 1. A coplanar double pendulum (Fig. 1). 

SOLUTION, We take as coordinates the angles φ ι and φ2 which the strings /χ and 
¡2 make with the vertical. Then we have, for the particle mi , Τχ = \ηίχΙΙφΙ, U = 
= -niigli cos φ ι . In order to ñná the kinetic energy of the second particle, we 
express its Cartesian coordinates Xj» y2 (with the origin at the point of support and 
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Fig. 1 

the y axis vertically downwards) in terms of the angles φ ι and φζ'. X2 ~-
~- sin φι 4-/2 sin φ2» >'2 / l C o s φ l + /2Cosφ2. Then we find 

- ΙηιΜφΙ + / | φ | + 21cos (φ^ - φ 2 ) φ ι φ 2 ΐ 
Finally 

L = i (Wl + W2)/fφf+|m2/iφi+m2/l/2φlφ2Cos(φl-φ2) + (Wl^-w^^ 
+ ^ 2 ^ / 2 c o s φ 2 . 

Problem 2. A simple pendulum whose point of support oscillates vertically 
according to the law a cos yt (Fig. 2). 

Solution. The coordinates of m are 
jc = / sin φ , = / cos φ + α cos yt. 

The Lagrangian is 
L = lmPφ^-hmIay^ cos y/ cos φ+mgl cos φ; 

here terms depending only on time have been omitted, together with the total time 
derivative of mlay^ sin yt cos φ. 

Fig. 2 



C H A P T E R 2 

CONSERVATION LAWS 

§6. Energy 

During the motion of a mechanical system, the 2s quantities q¡ 
and (/ = 1, 2, . . . , s) which specify the state of the system vary 
with time. There exist, however, functions of these quantities whose 
values remain constant during the motion, and depend only on the 
initial conditions. Such functions are called integrals of the motion. 

The number of independent integrals of the motion for a closed me­
chanical system with s degrees of freedom is 2 5 · - 1 . This is evident from 
the following simple arguments. The general solution of the equations 
of motion contains 2.$· arbitrary constants (see the discussion following 
equation (2.6)). Since the equations of motion for a closed system do 
not involve the time explicitly, the choice of the origin of time is entirely 
arbitrary, and one of the arbitrary constants in the solution of the equa­
tions can always be taken as an additive constant ίο in the time. Eliminat­
i n g / + / o from the 2s functions = q^it-^t^, C^, Cg, ^ 2 , _ ι ) , 
4i = 4ii^+^o^ · · ·' Q i - i ) ' express the 2s—I arbitrary 
constants C^, Cg, . . . , Cg^.i as functions of q and and these func­
tions will be integrals of the motion-

N o t all integrals of the motion, however, are of equal importance in 
mechanics. There are some whose constancy is of profound signific­
ance, deriving from the fundamental homogeneity and isotropy of 
space and time. The quantities represented by such integrals of the 
motion are said to be conserved, and have an important common 

17 
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property of being additive: their values for a system composed of 
several parts which do not interact are equal to the sums of their 
values for the individual parts . 

It is to this additivity that the quantities concerned owe their especial 
importance in mechanics. Let us suppose, for example, that two bodies 
interact only during a certain interval of time. Since each of the addi­
tive integrals of the whole system is, both before and after the interac­
tion, equal to the sum of its values for the two bodies separately, the con­
servation laws for these quantities immediately make possible various 
conclusions regarding the state of the bodies after the interaction, if 
their states before the interaction are known. 

Let us consider first the conservation law resulting from the homo­
geneity of time. By virtue of this homogeneity, the Lagrangian of a 
closed system does not depend explicitly on time. The total time 
derivative of the Lagrangian can therefore be written 

dL ^ dL . dL 
dr = ? 9 ^ ^ ' + ? s - ^ « - . 

If L depended explicitly on time, a term 9L/8 / would have to be added 
on the right-hand side. Replacing dLldq¡, in accordance with La­
grange's equations, by (d/di) SLIdq¡, we obtain 

dL „ . d / ÖI \ „ 9L .. 
- d F - ? ^ ' d 7 l ä ^ ) ^ ? ä ^ ^ ' -

or 

Hence we see that the quantity 

E.Z4,^^-L ( 6 . , , 

remains constant during the motion of a closed system, i.e. it is an 
integral of the motion; it is called the energy of the system. The 
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additivity of the energy follows immediately from that of the Lagran­
gian, since (6.1) shows that it is a linear function of the latter. 

The law of conservation of energy is valid not only for closed sys­
tems, but also for those in a constant external field (i.e. one independent 
of t ime): the only property of the Lagrangian used in the above 
derivation, namely that it does not involve the time expHcitly, is still 
vahd. Mechanical systems whose energy is conserved are sometimes 
called conservative systems. 

As we have seen in §5, the Lagrangian of a closed system (or one 
in a constant field) is of the form L = T{q, q)—U{q\ where Γ is a 
quadratic function of the velocities. Using Euler's theorem on homo­
geneous functions, we have 

/ 9^/ Y dqi 

Substituting this in (6.1) gives 

E=T(q,q) + U(qy, (6.2) 

in Cartesian coordinates, 

E = Σi'"a^l + Uirl,r„ ...). (6.3) 
a 

Thus the energy of the system can be written as the sum of two quite 
different te rms: the kinetic energy, which depends on the velocities, 
and the potential energy, which depends only on the coordinates of 
the particles. 

§7. Momentum 

A second conservation law follows from the homogeneity of space. 
By virtue of this homogeneity, the mechanical properties of a closed 
system are unchanged by any parallel displacement of the entire 
system in space. Let us therefore consider an infinitesimal displacement 
e, and obtain the condition for the Lagrangian to remain unchanged. 

A parallel displacement is a transformation in which every particle 
in the system is moved by the same amount, the position vector r 
becoming r + e . The change in L resulting from an infinitesimal change 
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From Lagrange's equations (5.2) we therefore have 

4- di 6v^ di ^ 9v« 

Thus we conclude that , in a closed mechanical system, the vector 

P = X8L/8v, (7.2) 
a 

remains constant during the motion; it is called the momentum of the 
system. Differentiating the Lagrangian (5.1), we find that the momen­
tum is given in terms of the velocities of the particles by 

a 

The additivity of the momentum is evident. Moreover, unlike the 
energy, the momentum of the system is equal to the sum of its values 
Pa = foi" the individual particles, whether or not the interaction 
between them can be neglected. 

The three components of the momentum vector are all conserved 
only in the absence of an external field. The individual components 
may be conserved even in the presence of a field, however, if the 
potential energy in the field does not depend on all the Cartesian 
coordinates. The mechanical properties of the system are evidently 
unchanged by a displacement along the axis of a coordinate which 
does not appear in the potential energy, and so the corresponding 
component of the momentum is conserved. For example, in a uniform 
field in the ζ direction, the χ and y components of momentum are 
conserved. 

in the coordinates, the velocities of the particles remaining fixed, is 

a OFfl a OFfl 

where the summation is over the particles in the system. Since e is 
arbitrary, the condition OL = 0 is equivalent to 

X8L/ar , = 0. (7.1) 
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The equation (7.1) has a simple physical meaning. The derivative 
9L/3r^ = -dU/dr^ is the force acting on the ath particle. Thus 
equation (7.1) signifies that the sum of the forces on all the particles 
in a closed system is zero: 

EF<. = 0. (7.4) 
a 

In particular, for a system of only two particles, F 1 + F 2 = 0: the 
force exerted by the first particle on the second is equal in magnitude, 
and opposite in direction, to that exerted by the second particle on 
the first. This is the equality of action and reaction (Newton's third 
law). 

If the motion is described by generaUsed coordinates ,̂-, the deriv­
atives of the Lagrangian with respect to the generalised velocities 

Pi = dL/dqi (7.5) 

are called generalised momenta, and its derivatives with respect to the 
generahsed coordinates 

Fi = dL/dqi (7.6) 

are called generalisedforces. In this notation, Lagrange's equations are 

Pi = Fi. (7.7) 

In Cartesian coordinates the generalised momenta are the components 
of the vectors p .̂ In general, however, the p^ are linear homogeneous 
functions of the generalised velocities g¡, and do not reduce to products 
of mass and velocity. 

§8. Centre of mass 

The momentum of a closed mechanical system has different values 
in different (inertial) frames of reference. If a frame K' moves with 
velocity V relative to another frame K, then the velocities v ¡ and 
of the particles relative to the two frames are such that V- = v ' + V . 
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The momenta Ρ and P ' in the two frames are therefore related by 

P = ^ m , v , = X m X 4 - V X m „ 
a a a 

or 
Ρ = F - f V X m , . (8.1) 

a 

In particular, there is always a frame of reference K' in which the 
total momentum is zero. Putting P ' = 0 in (8.1), we find the velocity 
of this frame: 

V = P / £ m « = : £ / n , V a / X m , . (8.2) 

If the total momentum of a mechanical system in a given frame of 
reference is zero, it is said to be at rest relative to that frame. This is a 
natural generalisation of the term as applied to a particle. Similarly, 
the velocity V given by (8.2) is the velocity of the "motion as a whole" 
of a mechanical system whose momentum is not zero. Thus we see 
that the law of conservation of momentum makes possible a natural 
definition of rest and velocity, as applied to a mechanical system as a 
whole. 

Formula (8.2) shows that the relation between the momentum Ρ 
and the velocity V of the system is the same as that between the mo­
mentum and velocity of a single particle of mass μ = Στη^, the sum 
of the masses of the particles in the system. This result can be regarded 
as expressing the additivity of mass. 

The right-hand side of formula (8.2) can be written as the total 
time derivative of the expression 

JL^Y^maXJY^ma. (8.3) 

We can say that the velocity of the system as a whole is the rate of 
motion in space of the point whose position is (8.3). This point is 
called the centre of mass of the system. 

The law of conservation of momentum for a closed system can be 
formulated as stating that the centre of mass of the system moves 
uniformly in a straight line. In this form it generalises the law of 
inertia derived in §3 for a single free particle, whose "centre of mass" 
coincides with the particle itself. 
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In considering the mechanical properties of a closed system it is 
natural to use a frame of reference in which the centre of mass is at 
rest. This eUminates a uniform rectilinear motion of the system as a 
whole. 

The energy of a mechanical system which is at rest as a whole is 
usually called its internal energy E^. This includes the kinetic energy 
of the relative motion of the particles in the system and the potential 
energy of their interaction. The total energy of a system moving as a 
whole with velocity V can be written 

Ε=\μν^+Ε,, (8.4) 

Although this formula is fairly obvious, we may give a direct proof of 
it. The energies Ε and E' of a mechanical system in two frames of 
reference Κ and K' are related by 

a 

a 

= τμν'+V -Σ mX+1Σ + u 
or 

^ = £ ' + V - P ' + i/ /F2. (8.5) 

This formula gives the law of transformation of energy from one frame 
to another, corresponding to formula (8.1) for momentum. If the 
centre of mass is at rest in K\ then P ' = Ο,Ε' = E^, and we have (8.4). 

§9. Angular momentum 

Let us now derive the conservation law which follows from the 
isotropy of space. This isotropy means that the mechanical properties 
of a closed system do not vary when it is rotated as a whole in any 
manner in space. Let us therefore consider an infinitesimal rotation 
of the system, and obtain the condition for the Lagrangian to remain 
unchanged. 

We shall use the vector όφ of the infinitesimal rotation, whose 
magnitude is the angle of rotation δφ, and whose direction is that of 
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the axis of rotation (the direction of rotation being that of a right-
handed screw driven along όφ). 

Let us find, first of all, the resulting increment in the position 
vector from an origin on the axis to any particle in the system under­
going rotation. The linear displacement of the end of the position vector 

FIG. 3 

is related to the angle by |or| === r sin θ δφ (Fig. 3). The direction of 
or is perpendicular to the plane of r and έ>φ. Hence it is clear that 

or = δφΧΓ. (9.1) 

When the system is rotated, not only the position vectors but also the 
velocities of the particles change direction, and all vectors are trans­
formed in the same manner. The velocity increment relative to a fixed 
system of coordinates is therefore 

δγ= όφχν . (9.2) 

If these expressions are substituted in the condition that the Lagran­
gian is unchanged by the rotat ion: 

= Σ ( f · * . + ^ = 0 

and the derivative dL/dy^ replaced by p^, and dL/dr^ by p^, the result 
is 
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or, permuting the factors and taking όφ outside the sum, 

δφ·Σ(ΓαΧΡα+ν«Χρ«) = δφ'-^Υ^ΤαΧΡα = 0. 
a Of fl 

Since όφ is arbitrary, it follows that (d/di) Στ^Χ^^ = 0, and we con­
clude that the vector 

M = X r , X p , , (9.3) 
a 

called the angular momentum or moment of momentum of the system, is 
conserved in the motion of a closed system. Like the linear momentum, 
it is additive, whether or not the particles in the system interact. 

There are no other additive integrals of the motion. Thus every 
closed system has seven such integrals: energy, three components of 
momentum, and three components of angular momentum. 

Since the definition of angular momentum involves the positions 
of the particles, its value depends in general on the choice of origin. 
The positions and of a given point relative to origins at a distance 
a apart are related by = r^+a. Hence 

Μ = X r „ x p « 
a 

= E'áXPa + aX^Pa 
a a 

Μ = M' + a X P . (9.4) 

It is seen from this formula that the angular momentum depends on 
the choice of origin except when the system is at rest as a whole (i.e. 
Ρ = 0). This indeterminacy, of course, does not affect the law of con­
servation of angular momentum, since momentum is also conserved in 
a closed system. 

We may also derive a relation between the angular momenta in two 
inertial frames of reference Κ and K\ of which the latter moves with 
velocity V relative to the former. We shall suppose that the origins 
in the frames Κ and K' coincide at a given instant. Then the position 
vectors of the particles are the same in the two frames, while their 
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velocities are related by = v^+V. Hence we have 

a a a 

The first sum on the right-hand side is the angular momentum M ' 
in the frame K'; using in the second sum the position of the centre 
of mass (8.3), we obtain 

Μ = M ' + i i ^ R x V . (9.5) 

This formula gives the law of transformation of angular momentum 
from one frame to another, corresponding to formula (8.1) for momen­
tum and (8.5) for energy. 

If the frame K' is that in which the system considered is at rest as a 
whole, then V is the velocity of its centre of mass, μΎ its total momen­
tum Ρ relative to K, and 

Μ = M ' + R X P . (9.6) 

In other words, the angular momentum Μ of a mechanical system 
consists of its "intrinsic angular momentum" in a frame in which it 
is at rest, and the angular momentum R X P due to its motion as a 
whole. 

Although the law of conservation of all three components of angular 
momentum (relative to an arbitrary origin) is vaHd only for a closed 
system, the law of conservation may hold in a more restricted form 
even for a system in an external field. It is evident from the above 
derivation that the component of angular momentum along an axis 
about which the field is symmetrical is always conserved, for the me­
chanical properties of the system are unaltered by any rotation about 
that axis. Here the angular momentum must, of course, be defined 
relative to an origin lying on the axis. 

The most important such case is that of a centrally symmetric field 
or central field, i.e. one in which the potential energy depends only 
on the distance from some particular point (the centre). It is evident 
that the component of angular momentum along any axis passing 
through the centre is conserved in motion in such a field. In other 
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words, the angular momentum Μ is conserved provided that it is 
defined with respect to the centre of the field. 

Another example is that of a field homogeneous in the ζ direction; 
in such a field, the component of the angular momentum is con­
served, whichever point is taken as the origin. 

The component of angular momentum along any axis (say the ζ 
axis) can be found by differentiation of the Lagrangian: 

Μ. = Σ^> (9.7) 

where the coordinate φ is the angle of rotation about the ζ axis. This is 
evident from the above proof of the law of conservation of angular 
momentum, but can also be proved directly. In cylindrical coordinates 
r, Φ, ζ we have (substituting = r^ cos ψ^, = r^ sin φ J 

M, = Y^ma{Xaya-yaXa) 
a 

= Σ'ηαηΦα. (9.8) 
a 

The Lagrangian is, in terms of these coordinates, 

L = \ Y^aifl^rl4>l + z^^-U, 
a 

and substitution of this in (9.7) gives (9.8). 

P R O B L E M 

W ĥich components of momentum Ρ and angular momentum Μ are conserved 
in motion in the following fields ? 

(a) the field of an infinite homogeneous plane, (b) that of an infinite homogene­
ous cylinder, (c) that of an infinite homogeneous prism, (d) that of two points, 
(e) that of an infinite homogeneous half-plane, (f) that of a homogeneous cone. 

SOLUTION, (a) P^, Py, M, (if the plane is the xy plane), (b) M„ (if the axis of the 
cylinder is the ζ axis), (c) P, (if the edges of the prism are parallel to the ζ axis), 
(d) M, (if the line joining the pomts is the ζ axis), (e) P^ (if the edge of the half-
plane is the y axis), (f) (if the axis of the cone is the ζ axis). 
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I N T E G R A T I O N OF THE EQUATIONS 
OF MOTION 

§10. Motion in one dimension 

The motion of a system having one degree of freedom is said to 
take place in one dimension. The most general form of the Lagrangian 
of such a system in fixed external conditions is 

L = UW-U(ql (10.1) 

where a{q) is some function of the generalised coordinate^. In partic­
ular, if ^ is a Cartesian coordinate (JC, say) then 

L= ^mx^-U(x). (10.2) 

The equations of motion corresponding to these Lagrangians can 
be integrated in a general form. It is not even necessary to write down 
the equation of motion; we can start from the first integral of this 
equation, which gives the law of conservation of energy. For the La­
grangian (10.2) (e.g.) we have ~mx^-\-U(x) = E. This is a first-order 
differential equation, and can be integrated immediately. Since 
áxját = \/{2{E- U(x)]lm}, it follows that 

dx 
V[E-U(x)] 

+ constant. (10.3) 

The two arbitrary constants in the solution of the equation of motion 
are here represented by the total energy Ε and the constant of integra­
tion. 

2 8 
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Since the kinetic energy is essentially positive, the total energy 
always exceeds the potential energy, i.e. the motion can take place 
only in those regions of space where U{x) < E. For example, let the 
function U(x) be of the form shown in Fig. 4. If we draw in the figure 
a horizontal line corresponding to a given value of the total energy, 
we immediately find the possible regions of motion. In the example 
of Fig. 4, the motion can occur only in the range AB or in the range 
to the right of C. 

The points at which the potential energy equals the total energy. 

U{x) = E, (10.4) 

give the limits of the motion. They are turning points, since the velocity 
there is zero. If the region of the motion is bounded by two such 
points, then the motion takes place in a finite region of space, and is 
said to be finite. If the region of the motion is limited on only one 

FIG. 4 

side, or on neither, then the motion is infinite and the particle goes to 
infinity, 

A finite motion in one dimension is oscillatory, the particle moving 
repeatedly back and forth between two points (in Fig. 4, in the potential 
well AB between the points Xi and X2). The period Τ of the oscillations, 
i.e. the time during which the particle passes from xi to X2 and back, 
is twice the time from Χχ to x^ (because of the reversibility property. 
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" άχ 
^/[E-U{x)\ ' 

(10.5) 

where jci and X2 are roots of equation (10.4) for the given value of E. 
This formula gives the period of the motion as a function of the total 
energy of the particle. 

§11. The reduced mass 

A complete general solution can be obtained for an extremely 
important problem, that of the motion of a system consisting of two 
interacting particles (the two-body problem). 

As a first step towards the solution of this problem, we shall show 
how it can be considerably simplified by separating the motion of the 
system into the motion of the centre of mass and that of the particles 
relative to the centre of mass. 

The potential energy of the interaction of two particles depends only 
on the distance between them, i.e. on the magnitude of the difference 
in their position vectors. The Lagrangian of such a system is therefore 

L = im,rl+imr2-U(\r,-r,\). (11.1) 

Let Γ = Γ 1 - Γ 2 be the relative position vector, and let the origin be at 
the centre of mass, i.e. mir i+m2r2 = 0, These two equations give 

r i = m2r/(mi+m2), Γ2 = - W I R / ( M I + m 2 ) . (11.2) 

Substitution in (11.1) gives 

L = i m r 2 - C / ( r ) , (11.3) 
where 

m = mim2¡{mi-\-m^ (11.4) 

is called the reduced mass. The function (11.3) is formally identical 
with the Lagrangian of a particle of mass m moving in an external 
field U{r) which is symmetrical about a fixed origin. 

§5) or, by (10.3), 
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§12. Motion in a central field 

On reducing the two-body problem to one of the motion of a single 
body, we arrive at the problem of determining the motion of a single 
particle in an external field such that its potential energy depends 
only on the distance r from some fixed point. This is called a central 
field. The force acting on the particle is F = - 6 Í7(r)/6r = - (d Ulár)r/r; 
its magnitude is likewise a function of r only, and its direction is 
everywhere that of the position vector. 

As has already been shown in §9, the angular momentum of any 
system relative to the centre of such a field is conserved. The angular 
momentum of a single particle is Μ = rXp. Since Μ is perpendicular 
to r, the constancy of Μ shows that , throughout the motion, the posi­
tion vector of the particle lies in the plane perpendicular to M. 

Thus the path of a particle in a central field lies in one plane. Using 
polar coordinates r, φ in that plane, we can write the Lagrangian as 

L = ^m(f^+r^)^U(r); (12.1) 

see (4.5). This function does not involve the coordinate φ explicitly. 
Any generalised coordinate q¡ which does not appear expUcitly in the 
Lagrangian is said to be cyclic. For such a coordinate we have, by 
Lagrange's equation, (d/dt) dL/dqj = dL/dqi = 0, so that the corre­
sponding generaUsed momentum = dL/dq^ is an integral of the 
motion. This leads to a considerable simplification of the problem of 
integrating the equations of motion when there are cyclic coordinates. 

In the present case, the generalised momentum Ρφ = mr^φ is the 
same as the angular momentum M^ = Μ (see (9.8)), and we return to 
the known law of conservation of angular momentum: 

Μ = mr^<¡) = constant. (12.2) 

Thus the problem of the motion of two interacting particles is 
equivalent to that of the motion of one particle in a given external 
field U{r). F rom the solution r = r(0 of this problem, the paths 
Γι = and Γ2 = 12(0 of the two particles separately, relative to 
their common centre of mass, are obtained by means of formulae (11.2). 
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FIG. 5 

The complete solution of the problem of the motion of a particle 
in a central field is most simply obtained by starting from the laws of 
conservation of energy and angular momentum, without writing out 
the equations of motion themselves. Expressing φ in terms of Μ 
from (12.2) and substituting in the expression for the energy, we 
obtain 

Ε = A.m(r2 4-r2(/;a)+ U(r) = ^mr^+ÍM^mr^+ U(r), (12.4) 
Hence 

2 Λ/2 
[ £ - C / ( r ) ] - ^ 

or, integrating, 

t 

(12.5) 

= ' d r ^ | / ^ j - | [ E - C / ( r ) ] - - ^ j + constant. (12.6) 

t The law of conservation of angular momentum for a particle moving in a 
central field is sometimes called the area integral. 

This law has a simple geometrical interpretation in the plane motion 
of a single particle in a central field. The expression \r'rάφ is the 
area of the sector bounded by two neighbouring position vectors and 
an element of the path (Fig. 5). Calling this area áf we can write 
the angular momentum of the particle as 

Μ = 2mf (12.3) 

where the derivative / is called the sectorial velocity. Hence the con­
servation of angular momentum implies the constancy of the sectorial 
velocity: in equal times the position vector of the particle sweeps out 
equal areas {Kepler's second law),^ 
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Φ = ' -f constant. (12.7) 
V{2m[E-U(r)]-M^r^} 

Formulae (12.6) and (12.7) give the general solution of the problem. 
The latter formula gives the relation between r and φ, i.e. the equation 
of the path. Formula (12.6) gives the distance r from the centre as an 
implicit function of time. The angle φ, it should be noted, always 
varies monotonically with time, since (12.2) shows that φ can never 
change sign. 

The expression (12.4) shows that the radial par t of the motion can 
be regarded as taking place in one dimension in a field where the 
"eflfective potential energy" is 

U,ff= U(r) + My2mr\ (12.8) 

The quantity M^/2mr^ is called the centrifiigal energy. The values of r 
for which 

U(r)i-M^2mr^ = E (12.9) 

determine the limits of the motion as regards distance from the centre. 
When equation (12.9) is satisfied, the radial velocity r is zero. This does 
not mean that the particle comes to rest as in true one-dimensional 
motion, since the angular velocity φ is not zero. The value r = 0 
indicates a turning point of the path, where r(t) begins to decrease 
instead of increasing, or vice versa. 

If the range in which r may vary is limited only by the condition 
r ^ Tniin, the motion is infinite: the particle comes from, and returns 
to , infinity. 

If the range of r has two Umits γ̂ ,ι̂  and r^^^, the motion is finite and 
the path Ues entirely within the annulus bounded by the circles r = r̂ ĵ x 
and r = r̂ în. This does not mean, however, that the path must be a 
closed curve. During the time in which r varies from r̂ ^̂ x to r^^ and 
back, the radius vector turns through an angle Δφ which, according 

Writing (12.2) as αφ = Μ dr/mr^, substituting át from (12.5) and 
integrating, we find 
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to (12.7), is given by 

Αφ = 2 
rm. 

Mdrjr^ 
V[2miE-U)-M^lr^] ' 

§12 

(12.10) 

The condition for the path to be closed is that this angle should 
be a rational fraction of 2π, i.e. that = 27rm/«2, where πχ and «2 
are integers. In that case, after «2 periods, the position vector of the 
particle will have made «1 complete revolutions and will occupy its 
original position, so that the path is closed. 

FlG. 6 

Such cases are exceptional, however, and when the form of U(r) 
is arbitrary the angle /^φ is not a rational fraction of In. In general, 
therefore, the path of a particle executing a finite motion is not closed. 
It passes through the minimum and maximum distances an infinity 
of times, and after infinite time it covers the entire annulus between 
the two bounding circles. The path shown in Fig. 6 is an example. 

There are only two types of central field in which all finite motions 
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take place in closed paths. They are those in which the potential 
energy of the particle varies as 1 jr or as r^. The former case is discussed 
in §13; the latter is that of the space oscillator (see §19, Problem 3). 

§13. Kepler's problem 

An important class of central fields is formed by those in which 
the potential energy is inversely proportional to r, and the force accord­
ingly inversely proportional to r^. They include the fields of New­
tonian gravitational attraction and of Coulomb electrostatic inter­
act ion; the latter may be either attractive or repulsive. 

Let us first consider an attractive field, where 

U= - a / r (13.1) 

with α a positive constant. The "effective" potential energy 

t/eff = 2wr2 
(13.2) 

is of the form shown in Fig. 7. As r — 0, U^q tends to H- oo, and as 
r oo it tends to zero from negative values; for r = M^jmoL it has a 
minimum value 

î ff.min = -mofl/2MK (13.3) 

FIG. 7 
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Oand It is seen at once from Fig. 7 that the motion is finite for Ε 
infinite for £ > 0. 

The shape of the path is obtained from the general formula (12.7). 
Substituting there U = -(x/r and eflfecting the elementary integration, 
we have 

φ = cos-^ ^ — ^ - ^ +constant . 
2mE+ 

Taking the origin of φ such that the constant is zero, and putting 

ρ = MVwa, e = i-(2EM^/moc^)l (13.4) 

we can write the equation of the path as 

p/r = 1-f-ecos φ, (13.5) 

This is the equation of a conic section with one focus at the origin; 2p 
is called the latus rectum of the orbit and e the eccentricity. Our choice 
of the origin of φ is seen from (13.5) to be such that the point where 
φ = 0 is the point nearest to the origin. 

In the equivalent problem of two particles interacting according to 
the law (13.1), the orbit of each particle is a conic section, with one 
focus at the centre of mass of the two particles. 

It is seen from (13.4) that, if < 0, then the eccentricity ^ < 1, i.e. 
the orbit is an ellipse (Fig. 8) and the motion is finite, in accordance 
with what has been said earlier in this section. According to the for-

FiG. 8 
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mulae of analytical geometry, the major and minor semi-axes of the 
ellipse are 

a = pl{\ -e^) = a / 2 | £ | , b = plV(l -e^) = MiV(2m\E\). (13.6) 

The least possible value of the energy is (13.3), and then e = 0, i.e. 
the ellipse becomes a circle. It may be noted that the major axis of 
the ellipse depends only on the energy of the particle, and not on its 
angular momentum. The least and greatest distances from the centre 
of the field (the focus of the elUpse) are 

rmin=p/(l+e) = a(l^e), w = W ( l - e ) = a ( l + e ) . (13.7) 

These expressions, with a and e given by (13.6) and (13.4), can, of 
course, also be obtained directly as the roots of the equation U^f[{r) = 
= E. 

The period Τ of revolution in an elliptical orbit is conveniently 
found by using the law of conservation of angular momentum in the 
form of the area integral (12.3). Integrating this equation with respect 
to time from zero to Γ, we have 2 m / = ΓΜ, w h e r e / i s the area of the 
orbit. For an e l l ip se / = nab, and by using the formulae (13.6) we find 

= noi^{m/2\En (13.8) 

The proportionahty between the square of the period and the cube 
of the linear dimension of the orbit is called Kepler's third law. It may 
also be noted that the period depends only on the energy of the particle. 

For ^ 0 the motion is infinite. If JE" > 0, the eccentricity e > 1, 
i.e. the path is a hyperbola with the origin as internal focus (Fig. 9). 
The least distance from the focus is 

rmin=pKe+l) = a(e-l), (13.9) 

where a = p/{e^-l) = ocßE is the "semi-axis" of the hyperbola. 
If Ε = 0, the eccentricity e = I, and the particle moves in a parabola 

with least distance r^^^ = \p. This case occurs if the particle starts 
from rest at infinity. 
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Ra. 9 

Let us now consider motion in a repulsive field, where 

U = «Ir (α > 0). 

Here the effective potential energy is 

(13.10) 

FIG. 10 



§13 Kepler's problem 39 

and decreases monotonically from -f- oo to zero as r varies from zero to 
infinity. The energy of the particle must be positive, and the motion 
is always infinite. The calculations are exactly similar to those for the 
attractive field. The path is a hyperbola (or, if = 0, a parabola) : 

pjr = - l + ecos0, (13.11) 

where ρ and e are again given by (13.4). The path passes the centre of 
the field in the manner shown in Fig. 10. The least distance is 

rmin=Pi(e-l) = a(e^l). (13.12) 



C H A P T E R 4 

COLLISIONS BETWEEN P A R T I C L E S 

§14. Elastic collisions 

In many cases the laws of conservation of momentum and energy 
alone can be used to obtain important results concerning the prop­
erties of various mechanical processes. It should be noted that these 
properties are independent of the particular type of interaction 
between the particles involved. 

Let us consider an elastic collision between two particles, i.e. one 
which involves no change in their internal state. When the law of 
conservation of energy is applied to such a coUision, the internal 
energy of the particles may be neglected. 

The laboratory system is a frame of reference in which one of the 
particles (m2, say) is at rest before the colUsion and the other ( m i ) 
moves with velocity v. The coUision is most simply described, however, 
in another frame, where the centre of mass of the two particles is at 
rest (the centre-of-mass system); the values of quantities in this system 
will be distinguished by the suffix 0. The velocities of the particles 
before the collision are related to the velocity ν in the labora­
tory system by Vio = m 2 v / ( w i + m2) , V20 = - m i v / ( m i - f - m 2 ) ; see 
(11.2). 

Because of the law of conservation of momentum, the momenta of 
the two particles remain equal and opposite after the collision, and 
are also unchanged in magnitude, by the law of conservation of energy. 
Thus, in the centre-of-mass system the collision simply rotates the 

40 
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v; = m2Viio/(mi + m2) + m i V / ( m i + m2), 

2̂ = - W i t ? n o / ( m i + m2) + miV/(mi-hm2). 
(14.2) 

N o further information about the collision can be obtained from 
the laws of conservation of momentum and energy. The direction of 
the vector no depends on the law of interaction of the particles and on 
their relative position during the collision. 

The formulae (14.2) for the laboratory system may be interpreted 
geometrically. Here it is more convenient to use momenta instead of 
velocities. Multiplying equations (14.2) by mi and m2 respectively, we 
obtain 

PÍ = mz;iio+miPi/(mi + m2), j 

P2 = -mi ; i io + m2Pi/(mi + AW2)» J 

where m = mim2/(miH-m2) is the reduced mass. We draw a circle of 
radius mv and use the construction shown in Fig. 11. If the unit vector 
no is along OC, the vectors AC and CB give the momenta p^ and pó 
respectively. When pi is given, the radius of the circle and the points 
A and Β are fixed, but the point C may be anywhere on the circle. 
The point A lies inside or outside the circle, according as mi < m2 
or mi > mo. The corresponding diagrams are shown in Figs. 11a, b . 
The angles öi and Θ2 in these diagrams are the angles between the 
directions of motion after the coUision and the direction of impact 
(i.e. of pi). The angle at the centre, denoted by χ, which gives the 

velocities, which remain opposite in direction and unchanged in 
magnitude. If we denote by no a unit vector in the direction of the 
velocity of the particle mi after the collision, then the velocities of the 
two particles after the collision (distinguished by primes) are 

vio = m^vn^lim^^m^, v̂ o = -m^vi^l{my^-\-m^. (14.1) 

In order to return to the laboratory system, we must add to these 
expressions the velocity V of the centre of mass. The velocities in the 
laboratory system after the collision are therefore 



42 Collisions Between Particles §14 

FIG. 11 

direction of no, is the angle through which the direction of motion of 
mi is turned in the centre-of-mass system. It is evident from the figure 
that öl and Ö2 can be expressed in terms of χ by 

tan Ö1 = m2 sm% 
ηΐι-\-ηΐ2θθ^χ 

θ2 = ί(π-χ). (14.4) 

We may give also the formulae for the magnitudes of the velocities of 
the two particles after the collision, likewise expressed in terms of χ: 

V2 = sin i χ. 
m i + m 2 

(14.5) 

The sum Θ1+Θ2 is the angle between the directions of motion of the 
particles after the collision. Evidently Οι4-θ2 > if ^ ^ 2 , and 
Ö1 + Ö2 < if mi > m2. 

When the two particles are moving afterwards in the same or in 
opposite directions (head-on collision), we have χ = ττ, i.e. the point 
C lies on the diameter through A, and is on OA (Fig. 1 l b ; and 
in the same direction) or on OA produced (Fig. 11a; p{ and Pg in 
opposite directions). 
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In this case the velocities after the colUsion are 

, η^Λ—ní2 

vi = — - ν , 
m i + m 2 

y2 = 
Im ι 

m\-\-m2 v. 
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(14.6) 

This value of has the greatest possible magnitude, and the maximum 
energy which can be acquired in the collision by a particle originally 
at rest is therefore 

r' — 1 '2 _ 4 ^ ι ^ 2 (14.7) 

where E^ = \miv\ is the initial energy of the incident particle. 
If mi < W2, the velocity of mi after the collision can have any 

FIG. 12 

direction. If mi > m2, however, this particle can be deflected only 
through an angle not exceeding θ̂ ^̂ χ ̂ ^om its original direction; this 
maximum value of öi corresponds to the position of C for which AC 
is a tangent to the circle (Fig. l i b ) . Evidently 

sin ömax = OCjOA = m^lmx. (14.8) 

The colUsion of two particles of equal mass, of which one is initially 
at rest, is especially simple. In this case both Β and A lie on the circle 
(Fig. 12). 
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Then 

Oi = \x. 02 = | ( π - ; ^ ) , (14.9) 
v[ = V COS ^x, V2 = V sin \χ, (14.10) 

After the collision the particles move at right angles to each other. 

§15. Scattering 

As already mentioned in §14, a complete calculation of the result of 
a collision between two particles (i.e. the determination of the angle χ) 
requires the solution of the equations of motion for the particular 
law of interaction involved. 

We shall first consider the equivalent problem of the deflection of a 
single particle of mass m moving in a field U{r) whose centre is at rest 

FIG. 1 3 

(and is at the centre of mass of the two particles in the original prob­
lem). 

The path of a particle in a central field is symmetrical about a line 
from the centre to the nearest point in the orbit (OA in Fig. 13). 
Hence the two asymptotes to the orbit make equal angles (φο, say) 
with this line. The angle χ through which the particle is deflected as it 
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φο = V{2m[E-U(r)]-AP/r'} 
(15.2) 

'"min 

taken between the nearest approach to the centre and infinity. It should 
be recalled that r^^^ is a zero of the radicand. 

For an infinite motion, such as that considered here, it is convenient 
to use instead of the constants Ε and Μ the velocity of the particle 
at infinity and the impact parameter ρ. The latter is the length of the 
perpendicular from the centre O to the direction of v^, i.e. the distance 
at which the particle would pass the centre if there were no field of 
force (Fig. 13). The energy and the angular momentum are given in 
terms of these quantities by 

Ε = \mvt, Μ = mqv^, (15.3) 

and formula (15.2) becomes 

(ρ/r2)dr 
φο = V[i-(eVr2)-(2í / / /we)] 

(15.4) 

»•min 

Together with (15.1), this gives χ as a function of o. 
In physical applications we are usually concerned not with the 

deflection of a single particle but with the scattering of a beam of 
identical particles incident with uniform velocity on the scattering 
centre. The different particles in the beam have different impact 
parameters and are therefore scattered through different angles χ. 
Let άΝ be the number of particles scattered per unit time through 
angles between χ and χΛ-άχ, This number itself is not suitable for 
describing the scattering process, since it is proportional to the density 
of the incident beam. We therefore use the ratio 

do = dNfn, (15.5) 

passes the centre is seen from Fig. 13 to be 

χ = ]π-2φο\. (15.1) 

The angle φο itself is given, according to (12.7), by 

iMfr^)ár 
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d% 
do. (15.8) 

Returning now to the problem of the scattering of a beam of par­
ticles, not by a fixed centre of force, but by other particles initially at 
rest, we can say that (15.7) gives the efíective cross-section as a function 
of the angle of scattering in the centre-of-mass system. To find the 
corresponding expression as a function of the scattering angle θ in 
the laboratory system, we must express χ in (15.7) in terms of θ by 
means of formulae (14.4). This gives expressions for both the scattering 
cross-section for the incident beam of particles (χ in terms of θι) and 
that for the particles initially at rest (% in terms of Θ2). 

where η is the number of particles passing in unit time through unit 
area of the beam cross-section (the beam being assumed uniform 
over its cross-section). This ratio has the dimensions of area and is 
called the {effective) scattering cross-section. It is entirely determined by 
the form of the scattering field and is the most important characteristic 
of the scattering process. 

We shall suppose that the relation between χ and ρ is one-to-one; 
this is so if the angle of scattering is a monotonically decreasing 
function of the impact parameter. In that case, only those particles 
whose impact parameters lie between ρ(χ) and ρ(χ)+dρ(χ) are scattered 
at angles between χ and %+d%. The number of such particles is equal 
to the product of η and the area between two circles of radii ρ and 
ρ + d ρ , i.e. άΝ = 2πρ dρ·A2. The effective cross-section is therefore 

άσ=:2πράρ. (15.6) 

In order to find the dependence of da on the angle of scattering, we 
need only rewrite (15.6) as 

da = 2^Q{x)\dQ{x)/dx\dx. (15.7) 

Here we use the modulus of the derivative dρ/dχ, since the derivative 
may be (and usually is) negative. Often da is referred to the solid 
angle element do instead of the plane angle element d%. The solid 
angle between cones with vertical angles χ and %+dx is do = In 
sin χ d%. Hence we have from (15.7) 
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P R O B L E M S 

PROBLEM 1. Determine the effective cross-section for scattering of particles from 
a perfectly rigid sphere of radius a (i.e. when the interaction is such that U = <χ> 
for r < Ö and C/ = 0 for r > a). 

SOLUTION. Since a particle moves freely outside the sphere and cannot penetrate 
into it, the path consists of two straight lines symmetrical about the radius to the 
point where the particle strikes the sphere (Fig. 14). It is evident from Fig. 14 
that 

ρ = asin(/)o = asin | ( π - χ ) = acos\x. 

.1. 

FIG. 14 

Substituting in (15.7) or (15.8), we have 

da = \πα^ sin χ dx = άο, (1) 
i.e. the scattering is isotropic in the centre-of-mass system. On integrating da over 
all angles, we find that the total cross-section σ = πα^, in accordance with the fact 
that the "impact area" which the particle must strike in order to be scattered is 
simply the cross-sectional area of the sphere. 

PROBLEM 2. Express the effective cross-section (Problem 1) as a function of the 
energy e lost by a scattered particle. 

SOLUTION. The energy lost by a particle of mass τπχ is equal to that gained by the 
sphere of mass /WJ. From (14.5) and (14.7), e = £'i = [2m\mJ{m^'\-m^'^]vl^ sin^lx 
= EMAXSIN^lx, whence DE = \e^j, sin Χ άχ\ substituting in (1), Problem 1, we 
have da = πα* άε/ε^^Λχ. The scattered particles are uniformly distributed with 
respect to ε in the range from zero to Bj^^, 

PROBLEM 3 . Determine the effective cross-eection for particles of mass /WI to 
strike a sphere of mass /W2 and radius R to which they are attracted in accordance 
with Newton's law. 

SOLUTION. The condition for a particle to reach the sphere is that r^IN < R, 
where is the point on the path which is nearest to the centre of the sphere. The 
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§16. Rutherford's formula 

One of the most important applications of the formulae derived 
above is to the scattering of charged particles in a Coulomb field. 
Putting in (15.4) U = a/r and effecting the elementary integration, we 
obtain 

whence = (oc^/nfvi) tan^ φο, or, putting φο = γ(^-χ) from (15.1), 

Q^ = {oflfmh)t)cot^\x, (16.1) 

Differentiating this expression with respect to χ and substituting 
in (15.7) or (15.8) gives 

da = n(oilmv%y cos d%/sin^ γχ (16.2) 
or 

da = (φηινίγ do/sin* \χ, (16.3) 

This is Rutherford's formula. It may be noted that the effective cross-
section is independent of the sign of a, so that the result is equally 
vahd for repulsive and attractive Coulomb fields. 

Formula (16.3) gives the effective cross-section in the frame of 
reference in which the centre of mass of the colliding particles is at 
rest. The transformation to the laboratory system is effected by means 
of formulae (14.4). For particles initially at rest we substitute 
χ = π - 2 0 2 in (16.2) and obtain 

da2 = ln{(x,lmvtf sin 02 dog/cos^ 02 
= {almvlf do2/cos3 02. (16.4) 

The same transformation for the incident particles leads, in general, 

greatest possible value of ρ is given by Γ^,η = R\ this is equivalent to U^uiR) = Ε 
or \m^vl^Ql,^JR^-0LlR = \m{ol^y where α = ym^m^ {y being the gravitational 
constant) and we have put m W i on the assumption that » mi . Solving for 
Pmax, we finally obtain σ = nR\\ +2ym2lRvt,), When oo the effective cross-
section tends, of course, to the geometrical cross-section of the sphere. 
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to a very complex formula, and we shall merely note two particular 
cases. 

If the mass m2 of the scattering particle is large compared with the 
mass mi of the scattered particle, then % ̂  θι and m ^ mi, so that 

d^i = ( a /4£ i )2dö i / s i n* | ö i , (16,5) 

where Ei = \mivl^ is the energy of the incident particle. 
If the masses of the two particles are equal (mi = m2 , m = yWi), 

then by (14.9) χ = 2θι, and substitution in (16.2) gives 

d^i = 27r(a/£i)2coseidei/sin3(9i 

= (oc/Eif cos 01 doi/sin* θι. (16.6) 

If the particles are entirely identical, that which was initially at rest 
cannot be distinguished after the colUsion. The total effective cross-
section for all particles is obtained by adding da i and da2, and replac­
ing θι and 02 by their common value θ: 

da = {ccIeM-¿ cos β άο. (16.7) 
\ sm* Ό cos* Ό J 

Let us return to the general formula (16.2) and use it to determine 
the distribution of the scattered particles with respect to the energy 
lost in the collision. When the masses of the scattered (mi) and scatter­
ing (m2) particles are arbitrary, the velocity acquired by the latter is 
^ven in terms of the angle of scattering in the centre-of-mass system 
3y ^2 = [2mi/(mi+m2)]i;^ sin ~χ \ see (14.5). The energy acquired by 
712 and lost by mi is therefore ε = \m2V^ = (2m^/m2)vl^ sin^ ^χ . 
expressing sin in terms of ε and substituting in (16.2), we obtain 

da = InioL^lm^vl) dε|ε^. (16.8) 

This is the required formula: it gives the effective cross-section as a 
unction of the energy loss ε, which takes values from zero to e^^^ = 
= 2m^vl/m2, 
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SMALL O S C I L L A T I O N S 

§17. Free oscillations in one dimension 

A very common form of motion of mechanical systems is what are 
called small oscillations of a system about a position of stable equi­
librium. We shall consider first of all the simplest case, that of a system 
with only one degree of freedom. 

Stable equilibrium corresponds to a position of the system in which 
its potential energy U{q) is a minimum. A movement away from this 
position results in the setting up of a force —áUjáq which tends to 
return the system to equiUbrium. Let the equilibrium value of the 
generalised coordinate q be ^o. For small deviations from the equi­
librium position, it is sufficient to retain the first non-vanishing term 
in the expansion of the difference U(q)—U(qo) in powers of q—qo. In 
general this is the second-order te rm: U(q)-U(qo) ^ i^(^-^o)^, 
where A: is a positive coefficient, the value of the second derivative 
U'Xq) for q = qo. We shall measure the potential energy from its 
minimum value, i.e. put U(qo) = 0, and use the symbol 

x = q-^qo (17.1) 

for the deviation of the coordinate from its equilibrium value. Thus 

U(x) = ikx^, (17.2) 

The kinetic energy of a system with one degree of freedom is in 
general of the form \a{q)q^ = Ya(q)x^. In the same approximation, it 
is sufficient to replace the function a{q) by its value at ^ = qo. Putting 

50 
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t It should be noticed that m is the mass only if χ is the Cartesian coordinate, 
t Such a system is often called a one-dimensional oscillator. 

for brevity^ a(^o) = rn, we have the following expression for the 
Lagrangian of a system executing small oscillations in one dimen­
sion: J 

L^\mx^-^kx\ (17.3) 

The corresponding equation of motion is 

mx^kx = 0, (17.4) 
or 

jc+co2jc = 0, (17.5) 
where 

ω = (17.6) 

Two independent solutions of the linear differential equation (17.5) 
are cos ωί and sin and its general solution is therefore 

X = CιCOsωt+C2sinωt, (17.7) 

This expression can also be written 

X = α c o s ( ω í + α ) . (17.8) 

Sincecos(ω/^-α) = cosω/cosα—sin ω/s in a, a comparison with (17.7) 
shows that the arbitrary constants a and α are related to Ci and C2 by 

a = V(cl+c¡\ tan α = -cjc^. (17.9) 

Thus, near a position of stable equilibrium, a system excutes har­
monic oscillations. The coefficient a of the periodic factor in (17.8) is 
called the amplitude of the oscillations, and the argument of the 
cosine is their phase; α is the initial value of the phase, and evidently 
depends on the choice of the origin of time. The quantity ω is called 
the angular frequency of the oscillations; in theoretical physics, how­
ever, it is usually called simply the frequency, and we shall use this 
name henceforward. 

The frequency is a fundamental characteristic of the oscillations, and 
is independent of the initial conditions of the motion. According to 
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formula (17.6) it is entirely determined by the properties of the mechan­
ical system itself. It should be emphasised, however, that this prop­
erty of the frequency depends on the assumption that the oscillations 
are small, and ceases to hold in higher approximations. Mathematic­
ally, it depends on the fact that the potential energy is a quadratic 
function of the coordinate. 

The energy of a system executing small oscillations is £" = ~mx^-\-
+ \kx^ = | ^ ( ^ 2 4-ω2Λ:2) or, substituting (17.8), 

E=^mm^a\ (17.10) 

It is proportional to the square of the amplitude. 
The time dependence of the coordinate of an oscillating system is 

often conveniently represented as the real part of a complex express­
ion: 

X = ΐQ[AQxpi-iωt)l (17.11) 

where 4̂ is a complex constant; putting 

A = ú ( e x p ( - / a ) , (17.12) 

we return to the expression (17.8). The constant A is called the complex 
amplitude; its modulus is the ordinary amplitude, and its argument 
is the initial phase. 

The use of exponential factors is mathematically simpler than that 
of trigonometrical ones because they are unchanged in form by 
differentiation. So long as all the operations concerned are linear 
(addition, multiplication by constants, differentiation, integration), 
we may omit the sign re throughout and take the real par t of the final 
resuh. 

P R O B L E M S 

PROBLEM 1. Express the amplitude and initial phase of the oscillations in terms 
of the initial coordinate Xq and velocity Vq. 

SOLUTION, a = V(^o+^o/^*)» ^ = -'̂ 'o/^^^o-
PROBLEM 2. Find the ratio of frequencies ω and of the oscillations of two 

diatomic molecules consisting of atoms of different isotopes, the masses of the 
atoms being WI, m.^ and /WJ, /WG. 
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PROBLEM 3. Find the frequency of oscillations of a particle of mass m which is 
free to move along a Hne and is attached to a spring whose other end is fixed at a 
point A (Fig. 15) at a distance / from the Hne. A force F i s required to extend the 
spring to length /. 

FIG. 15 

SOLUTION. The potential energy of the spring is (to within higher-order terms) 
equal to the force F multiplied by the extension δΐ of the spring. For χ <3c / we have 
δΐ = V(l^+x^)-l^xV2l,so that U - Fx^/ll. Since the kinetic energy is ^mx\ 
we have ω = \/{Flml). 

§18. Forced oscillations 

Let us now consider oscillations of a system on which a variable 
external force acts. These are called forced oscillations, whereas those 
discussed in §17 are free oscillations. Since the oscillations are again 
supposed small, it is implied that the external field is weak, because 
otherwise it could cause the displacement Λ: to take too large values. 

The system now has, besides the potential energy ^kx^ the additional 
potential energy /) resulting from the external field. Expanding 
this additional term as a series of powers of the small quantity x, we 
have t) ^ C/^(0, t) + x[dUJdx]^^Q, The first term is a function 
of time only, and may therefore be omitted from the Lagrangian, as 
being the total time derivative of another function of time. In the 
second term ~ [dUJdx]^^^ is the external "force" acting on the system 

SOLUTION. Since the atoms of the isotopes interact in the same way, we have 
k = k\ The coefficients m in the kinetic energies of the molecules are their reduced 
masses. According to (17 .6 ) we therefore have 
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in the equilibrium position, and is a given function of time, which 
we denote by F{t), Thus the potential energy involves a further term 
-xF{t\ and the Lagrangian of the system is 

L = lmx^-ikx^+xF{t). (18.1) 

The corresponding equation of motion is mx+kx = F(t) or 

χ + ω 2 χ = F(t)lm, (18.2) 

where we have again introduced the frequency ω of the free oscilla­
tions. 

The general solution of this inhomogeneous linear differential 
equation with constant coefficients is x = Xo+xu where Xo is the 
general solution of the corresponding homogeneous equation and χχ 
is a particular integral of the inhomogeneous equation. In the present 
case Xo represents the free oscillations discussed in §17. 

Let us consider a case of especial interest, where the external force 
is itself a simple periodic function of time, of some frequency γ: 

F(t) =f cos {Yt+β). (18.3) 

We seek a particular integral of equation (18.2) in the form χ χ = 
= ¿ e o s ( y / + ^ ) , with the same periodic factor. Substitution in that equa­
tion gives b = flm(cú^-y^)\ adding the solution of the homogeneous 
equation, we obtain the general integral in the form 

Λ: = α cos ( ω / + α ) + [/Ι^ίρβ-γ^)] cos (yt-\-ß). (18.4) 

The arbitrary constants a and α are found from the initial conditions. 
Thus a system under the action of a periodic force executes a motion 

which is a combination of two oscillations, one with the intrinsic 
frequency ω of the system and one with the frequency γ of the force. 

The solution (18.4) is not valid when resonance occurs, i.e. when the 
frequency γ of the external force is equal to the intrinsic frequency ω 
of the system. To find the general solution of the equation of motion 
in this case, we rewrite (18.4) as 

X = acos(ωt+Λ) + [ffm(cΰ^-γ^)][cos(γt-\-ß)-cos(ωt-l·ß)], 

where a now has a different value. As γ ω, the second term is 
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indeterminate, of the form 0/0. Resolving the indeterminacy by 
L'Hospital 's rule, we have 

X = öfcos(ωí+α)-l ·( / /2mω)r ύη{ωίΛ-β\ (18.5) 

Thus the ampHtude of oscillations in resonance increases Hnearly with 
the time (until the oscillations are no longer small and the whole 
theory given above becomes invalid). 

Let us also ascertain the nature of small oscillations near resonance, 
when y = ω + ε with ε a small quantity. We put the general solution 
in the complex form 

X = A Qxp(—ίωί)-^ΒQxp [—i(co+ e)t] 

= [Ai- Β Qxp (-1εί)]&χρ {-ίωί). (18.6) 

Since the quantity A+B exp {~iεt) varies only slightly over the period 
2π/ω of the factor exp(—/ωί), the motion near resonance may be 
regarded as small oscillations of variable amplitude. Denoting this 
amplitude by C, we have C = \A+B exp {—iεt)l Writing A and Β in 
the form a exp (—/a) and b exp {—iß) respectively, we obtain 

C2 = a^-l·b^+2abcos{εt+ß-oc), (18.7) 

Thus the amplitude varies periodically with frequency ε between the 
limits | a — é | ^ C < a + 6 . This phenomenon is called beats. 

The equation of motion (18.2) can be integrated in a general form 
for an arbitrary external force F{t). This is easily done by rewriting 
the equation as 

-^{x- icox) -h Ιω{χ - ιωχ) = — F{t) 
Qt m 

or 
d | / d í + / ω | = F{t)lm, (18.8) 

where 
ξ = χ-1ωχ (18.9) 

is a complex quantity. Equation (18.8) is of the first order. Its solution 
when the right-hand side is replaced by zero ϊ^ξ = A exp {—Ιωί) with 
constant A. As usual, we seek a solution of the inhomogeneous 
equation in the form ξ = A{t) exp {-iwt), obtaining for the function 
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A(t) the equation A{t) = F(t) exp(/ft)/)/w. Integration gives the solution 
of(18.8): 

ξ = exp(—/ω/) Γ 1 
— F{t) exp (ίωί) di+lo [, (18.10) 

where the constant of integration lo is the value of ξ at the instant 
/ = 0. This is the required general solution; the function x{t) is given 
by the imaginary par t of (18.10), divided by —ω.^ 

The energy of a system executing forced oscillations is naturally 
not conserved, since the system gains energy from the source of the 
external field. Let us determine the total energy transmitted to the 
system during all time, assuming its initial energy to be zero. According 
to formula (18.10), with the lower Hmit of integration — oo instead of 
zero and with | ( - oo) = 0, we have for t oo 

m^ 
F(t) exp (imt) dt 

The energy of the system is 

Substituting |l(°°)p, we obtain the energy transferred: 

(18.11) 

E = 
2m 

F(t)Qxp (ίωΐ)άί (18.12) 

it is determined by the squared modulus of the Fourier component of 
the force F(t) whose frequency is the intrinsic frequency of the system. 

In particular, if the external force acts only during a time short in 
comparison with 1/ω, we can put exp(/ωO ^ 1. Then 

oo 

t The force F(i)must, of course, be written in real form. 
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This result is obvious: it expresses the fact that a force of short 
duration gives the system a momentum ^ F át without bringing about 
a perceptible displacement. 

P R O B L E M S 

PROBLEM 1. Determine the forced oscillations of a system under a force F{i) of 
the following forms, if at time / = 0 the system is at rest in equilibrium = Λ: = 0): 
(a) F = Fo, a constant, (b) F = at, (c) F = FQ exp ( - a / ) , (d) F = FQ exp ( - a O X 
Xcosßt. 

SOLUTION, (a) χ = {FJrrutí^){\- cos ωί). The action of the constant force results 
in a displacement of the position of equilibrium about which the oscillations take 
place. 

(b) X = (αΙηιω^)(ωί—sin ωί). 
(c) X = [Fo//w(ω2^-α2)][exp(-αO-cosω/4-(α/ω)sinω/]. 
(d) X = Fo{-(ω2-̂ -α2-]5̂ )cosoJí-f(α/ω)(ω2+α2+i32)sinωí + 

+ exp ( - a O [(ω2+α2-̂ 2) cosßt-2(xß sin βί]}Ιηι[(ω^+α^-βψ+4Λψ]. 

This last case is conveniently treated by writing the force in the complex form 
F= FoQxp[(-oc-iß)tl 

PROBLEM 2. Determine the final amplitude for the oscillations of a system under a 
force which is zero for / < 0, FqíIT for 0 < / < Γ, and FQ for t Γ (Fig. 16), if up 
to time / = 0 the system is at rest in equilibrium. 

Γ 

FIG. 16 

SOLUTION. During the interval 0 / Γ the oscillations are determined by the 
initial condition as Λ: = (Fo/wΓcυ3)(ω/- sin ωί). For / > Γ we seek a solution in the 
form 

X = C L C O S Ω ( / - r ) + C2sinω(/-Γ)+Fo/wω2. 

The continuity of χ and Λ: at / = Γ gives Ci = -{FJmTd^) sin ωΤ, =-
= (ΡοΙηίΤω^) (1 - cos ωΤ). The ampHtude is α = V(ci^ + c/) = {ΙΡ^ηιΤω^) sin \ωΤ. 
This is the smaller, the more slowly the force FQ is appHed (i.e. the greater T). 



58 Small Oscillations §19 

PROBLEM 3. The same as Problem 2, but for a constant force FQ which acts for a 
finite time Γ (Fig. 17). 

SOLUTION. A S in Problem 2, or more simply by using formula (18.10). For 
Í > Γ we have free oscillations about JC = 0, and 

- — e x p ( - / ω / ) I exp(zW)d/ 
m 

= J i k [1 _ exp {ίωΤ)] exp ( - /ω/) . 
(um 

Τ 

FIG. 1 7 

The squared modulus of ξ gives the amplitude from the relation |lp = α̂ ω .̂ The 
result is 

a = {IFJmd^) sin |ωΓ. 

§19. Oscillations of systems with more than one degree of freedom 

The theory of free oscillations of systems with s degrees of freedom 
is analogous to that given in §17 for the case ^ = 1. 

Let the potential energy of the system C/ as a function of the general­
ised coordinates ^,. (/ = 1, 2, . . . , .$·) have a minimum for Qi ~ q^^. 
Putt ing 

Xi = qt-qiQ (19.1) 

for the small displacements from equilibrium and expanding i / as a 
function of the x^ as far as the quadratic terms, we obtain the potential 
energy as a positive definite quadratic form 

U = \ Y^kikXiXk, (19.2) 

where we again take the minimum value of the potential energy as 
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zero. Since the coefficients k^j^ and fc^, in (19.2) multiply the same quan­
tity x^Xj^, it is clear that they may always be considered equal : kij^ = kj,i. 

In the kinetic energy, which has the general form \Σα^^Χς)4ιήι^ 
(see (5.5)), we put = qjQ in the coefficients a^f^ and, denoting flr,Ä:(^o) 

by m/^, obtain the kinetic energy as a positive definite quadratic form 

The coefficients m¡f^ also may always be regarded as symmetrical: 
m^k = m^^i. Thus the Lagrangian of a system executing small free 
oscillations is 

^ = i Σ ( ^ í M -kikXtXk). (19.4) 

Let us now derive the equations of motion. To determine the deriva­
tives involved, we write the total diflFerential of the Lagrangian: 

dL = I Σ ^^ik^i dxk + niikXk d i / - k i ^ X t áxk -kikXu dx/). 
i.k 

since the value of the sum is obviously independent of the naming 
of the suffixes, we can interchange / and k in the first and third terms 
in the parentheses. Using the symmetry of m^̂  and k¡f^, we have 

dL = Σ (mikXk dxi -kikXk dxi). 
Hence 

9L/9JC/ = Σ mikXk, dL/dXi = kikXk. 

Lagrange's equations are therefore 

Σ mikXk + Σ^ikXk = 0 (/ = 1, 2, . . . , s); (19.5) 

they form a set of s linear homogeneous differential equations with 
constant coefficients. 

As usual, we seek the s unknown functions Xjjif) in the form 

Xk = ^itexp(-íωO, (19.6) 

where Aj^ are some constants to be determined. Substituting (19.6) in 
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the equations (19.5) and cancelling 6ΧΡ(-/ωΟ, we obtain a set of 
linear homogeneous algebraic equations to be satisfied by the Aj^\ 

i ; ( -Ö )2 /W,Ä + A:,;fc)̂ ;t = 0. (19.7) 

If this system has non-zero solutions, the determinant of the coeffi­
cients must vanish: 

\kif,-m'^miu\ = 0. (19.8) 

This is the characteristic equation and is of degree s in co .̂ In general, it 
has s different real positive roots (a — 1, 2, . . . , .s). The quantities 

thus determined are the characteristic frequencies or eigenfrequencies 
of the system. In particular cases, some of the roots may coincide; the 
corresponding multiple eigenfrequencies are said to be degenerate. 

It is evident from physical arguments that the roots of equation 
(19.8) are real and positive. For the existence of an imaginary par t of 
ω would mean the presence, in the time dependence of the coordinates 
Xj^ (19.6), and so of the velocities Xj^, of an exponentially decreasing 
or increasing factor. Such a factor is inadmissible, since it would lead 
to a time variation of the total energy Ε = tZ-f-Tof the system, which 
would therefore not be conserved. 

The frequencies ω„ having been found, we substitute each of them 
in equations (19.7) and find the corresponding coefficients Aj^. Since 
these equations are homogeneous, there is an arbitrary common 
factor in the resulting values. To stress this, we shall write the coeffi­
cients Aj^ for any given frequency as A^^C„, with a specified set of 
real constants Δ^^ and an arbitrary (complex) constant C„ which does 
not depend on k. 

The particular solution of the differential equations (19.5) is there­
fore 

Xk = AjtaCa exp ( -ZCOAO. 

The general solution is the sum of all the particular solutions. Taking 
the real part , we write 
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where 
ßa = r e [ C a e x p ( - / W ) ] . (19.10) 

Thus the time variation of each coordinate of the system is a 
superposition of s simple periodic oscillations op Ö2» --^Qs with 
arbitrary amplitudes and phases but definite frequencies. 

The question naturally arises whether the generalised coordinates 
can be chosen in such a way that each of them executes only one 
simple oscillation. The form of the general integral (19.9) points to 
the answer. For, regarding the s equations (19.9) as a set of equations 
for s unknowns Q^, we can express Q^, Q^, · . ·, in terms of the 
coordinates x^, x^, . . . , x^. The quantities may therefore be regarded 
as new generalised coordinates, called normal coordinates, and they 
execute simple periodic oscillations, called normal oscillations of the 
system. 

The normal coordinates are seen from their definition to satisfy 
the equations 

βα + ω^ρ, = 0. (19.11) 

This means that in normal coordinates the equations of motion become 
s independent equations. The acceleration in each normal coordinate 
depends only on the value of that coordinate, and its time dependence 
is entirely determined by the initial values of the coordinate and of the 
corresponding velocity. In other words, the normal oscillations of the 
system are completely independent. 

It is evident that the Lagrangian expressed in terms of normal 
coordinates is a sum of expressions each of which corresponds to 
oscillation in one dimension with one of the frequencies ω^, i.e. it is 
of the form 

OL 

where each m^ is a positive constant which can take any value if the 
Δ^,, in (19.9) are changed by an appropriate factor. The normal 
coordinates are usually so chosen as to make 1. Then the 
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t When there are degenerate frequencies, the choice of the normal coordinates 
is not fully determined by this condition. Since those coordinates which have the 
same appear in the kinetic and potential energies as sums J] ßS and ^ Q\ which 
are transformed in the same way, they can be linearly transformed in any manner 
which does not alter these sums of squares. 

Lagrangian of the system is^ 

^ = ΐ Σ ( β « - ^ « 0 ? ) · 09 .12) 
α 

If we have a system of interacting particles not in an external field, 
not all of its degrees of freedom relate to oscillations. A typical example 
is that of molecules. Besides motions in which the atoms oscillate 
about their positions of equilibrium in the molecule, the whole molecule 
can execute translational and rotational motions. 

Three degrees of freedom correspond to translational motion, and 
in general the same number to rotation, so that, of the 3« degrees of 
freedom of a molecule containing η a toms, 3n—6 correspond to 
vibration. An exception is formed by molecules in which the atoms are 
collinear, for which there are only two rotational degrees of freedom 
(since rotation about the line of atoms is of no significance), and 
therefore 3n—5 vibrational degrees of freedom. 

The normal vibrations of the molecule may be classified according 
to the corresponding motion of the atoms on the basis of a considera­
tion of the symmetry of the equihbrium positions of the atoms in the 
molecule. There is a general method of doing so, based on the use 
of group theory. Here we shall consider only some elementary ex­
amples. 

If all η atoms in a molecule lie in one plane, we can distinguish 
normal vibrations in which the atoms remain in that plane from those 
where they do not. The number of each kind is readily determined. 
Since, for motion in a plane, there are 2n degrees of freedom, of which 
two are translational and one rotational, the number of normal 
vibrations which leave the atoms in the plane is 2 « - 3 . The remaining 
(3A2 —6) —(2« —3) = n~3 vibrational degrees of freedom correspond 
to vibrations in which the atoms move out of the plane. 
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P R O B L E M S 

PROBLEM 1. Determine the oscillations of a system with two degrees of freedom 
whose Lagrangian is L \{S^+f^-\wi(x^-\-y^-\-aLxy (two identical one-
dimensional systems of eigenfrequency ωο coupled by an interaction -oLxy). 

SOLUTION. The equations of motion are JC+O>SJC = ay, y-\-coly = ax. The 
substitution (19.6) gives 

Λ Κ ~ ω « ) = Α,ίωΙ-ω') = OLA,, (1) 

The characteristic equation is (ωξ-ω*)* = α ,̂ whence ω\ = ω ξ - α , ω| = 
= ω§4-α. Ρ ο Γ ω = ω ι, the equations (1) give = and for ω = ω^,Α^ = - Α ^ , 
Hence χ = (Qi+Q2)IV2,y = (Qi-Q^IV2, the coefficients 1/V2 resulting from 
the normalisation of the normal coordinates. 

Fora <c ωξ (weak coupling) we have ωο—|a/o>o,£ü2 «a ωο+Ια/ω^. The 
variation of χ and ^ is in this case a superposition of two oscillations with 
almost equal frequencies, i.e. beats of frequency cug-íOi = α/ω^ (see §18). The 
amplitude of >' is a minimum when that of .sr is a maximum, and vice versa. 

PROBLEM 2. Determine the small oscillations of a coplanar double pendulum 
(Fig. l.§5). 

SOLUTION. For small oscillations ( φ ι « : 1, φ , ·<ίί 1), the Lagrangian derived in 
§5, Problem 1, becomes 

The equations of motion are 

imι+mύllφl'l·rnJ^i+imι-\-mύgφι = 0, / ιφι+Ζιφί+^φί = 0. 
Substitution of (19.6) gives 

Aχimt'^mύ(g-hω^)-A^^mtlt = 0, -AJiW^-^-A^-l^*) = 0. 

For a linear molecule we can distinguish longitudinal vibrations, 
which maintain the linear form, from vibrations which bring the atoms 
out of Une. Since a motion of η particles in a line corresponds to η 
degrees of freedom, of which one is translational, the number of 
vibrations which leave the atoms in line is « — 1. Since the total number 
of vibrational degrees of freedom of a linear molecule is 3«—5, there 
are 2n—A which bring the atoms out of line. These 2«—4 vibrations, 
however, correspond to only n—2 different frequencies, since each 
such vibration can occur in two mutually perpendicular planes 
through the axis of the molecule. It is evident from symmetry that 
each such pair of normal vibrations have equal frequencies. 
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The roots of the characteristic equation are 

t = 2 m X / 2 ^^^^^ 1 + ^2) V [('Wi+^^2) (/i + /g)- - 4m J J 2]}. 

As mi 00 the frequencies tend to the values V(glli) and Vig/lz)* corresponding 
to independent oscillations of the two pendulums. 

PROBLEM 3. Find the path of a particle in a central field U = ^kr^ (called a 
space oscillator). 

SOLUTION. AS in any central field, the path lies in a plane, which we take as the 
xy plane. The variation of each coordinate x,yisa. simple oscillation with the same 
frequency ω = y/{klm): χ = ö C o s ( ω / + α ) , y = b οο5{ωί-\-β), or χ = a cos φ, 
y = b cos (φ-^δ) = b cos δ cos φ-b sin δ sin φ, where φ = ω/+α, δ = β-α. 
Solving for cos φ and sin φ and equating the sum of their squares to unity, we find 
the equation of the path: 

jc* y^ 2xy , . , . 
--n + vo Γ- COS δ = sm2 δ. 
a" b^ ab 

This is an ellipse with its centre at the origin. When δ = Οοτπ, the path degenerates 
to a segment of a straight line. 

§20. Damped oscillations 

So far we have implied that all motion takes place in a vacuum, or 
else that the effect of the surrounding medium on the motion may be 
neglected. In reality, when a body moves in a medium, the latter 
exerts a resistance which tends to retard the motion. The energy of 
the moving body is finally dissipated by being converted into heat. 

Motion under these conditions is no longer a purely mechanical 
process, and allowance must be made for the motion of the medium 
itself and for the internal thermal state of both the medium and the 
body. In particular, we cannot in general assert that the acceleration 
of a moving body is a function only of its coordinates and velocity at 
the instant considered; that is, there are no equations of motion 
derivable from the Lagrangian by the methods of mechanics. Thus the 
problem of the motion of a body in a medium is not one of mechanics 
alone. 

There exists, however, a class of cases where motion in a medium 
can be approximately described by including certain additional terms 
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t The dimensionless product λΓ (where T= 2π/ω is the period) is called the 
logarithmic damping decrement. 

in the mechanical equations of motion. Such cases include oscillations 
with frequencies small compared with those of the dissipative processes 
in the medium. When this condition is fulfilled we may regard the 
body as being acted on by a force of friction which depends (for a 
given homogeneous medium) only on its velocity. 

If, in addition, this velocity is sufficiently small, then the frictional 
force can be expanded in powers of the velocity. The zero-order term 
in the expansion is zero, since no friction acts on a body at rest, and 
so the first non-vanishing term is proportional to the velocity. Thus 
the generaUsed frictional force f^ acting on a system executing small 
oscillations in one dimension (coordinate x) may be written f^ •= 
= —αχ, where α is a positive coefficient and the minus sign indicates 
that the force acts in the direction opposite to that of the velocity. 
Adding this force on the right-hand side of the equation of motion, 
we obtain 

mx = —kx—ocx, (20.1) 

We divide this by m and put 

k/m = ωΐ oc/m = 2λ; (20.2) 

ωο is the frequency of free oscillations of the system in the absence of 
friction, and λ is called the damping coefficient,^ 

Thus the equation is 
χ^-ίλχ^ωΐχ = 0. (20.3) 

We seek a solution χ = exp {rt) and obtain for r the characteristic 
equation r'^-[-2λr-\-ωl = 0. The general solution of equation (20.3) is 

X = ci exp ( r iO-hC2 exp (Γ20. / Ί , 2 = -λ±Λ/(λ^-ωο^). 

Two cases must be distinguished. If λ < ωο, we have two complex 
conjugate values of r. The general solution of the equation of motion 
can then be written as 

X = r e { ^ Qxp[-λt-i^/(ωl-λ^)t]}, 
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where A is an arbitrary complex constant, or as 

jc = α exp ( - A / ) cos (ω/4-α), (20.4) 

with CO — -γ/(ωΐ—λ^) and a and α real constants. The motion described 
by these formulae consists of damped oscillations. It may be regarded 
as being harmonic oscillations of exponentially decreasing amplitude. 
The rate of decrease of the ampHtude is given by the exponent λ , and 
the "frequency" ω is less than that of free oscillations in the absence 
of friction. For λ <$c ωο, the difference between ω and ωο is of the 
second order of smallness. The decrease in frequency as a result of 
friction is to be expected, since friction retards motion. 

If A ωο, the amplitude of the damped oscillation is almost un­
changed during the period 2Λ/ω. It is then meaningful to consider 
the mean values (over the period) of the squared coordinates and 
velocities, neglecting the change in exp {—λt) when taking the mean. 
These mean squares are evidently proportional to exp(—2Λ0. Hence 
the mean energy of the system decreases as 

^ = £ o e x p ( - 2 A O , (20.5) 

where EQ is the initial value of the energy. 
Next, let λ > ωο. Then the values of r are both real and negative. 

The general form of the solution is 

X = C l e x p { - [ λ - ^ / ( λ 2 - ω § ) ] / } + C 2 e x p { - [ λ + V ( λ 2 - ω g ) ] / } . (20.6) 

We see that in this case, which occurs when the friction is sufficiently 
strong, the motion consists of a decrease in |JC|, i.e. an asymptotic 
approach (as / o o ) to the equilibrium position. This type of motion 
is called aperiodic damping. 

Finally, in the special case where λ = ωο, the characteristic equation 
has the double root r = -λ. The general solution of the differential 
equation is then 

X = ( c i + C 2 / ) e x p ( - A 0 . (20.7) 

This is a special case of aperiodic damping. 
For a system with more than one degree of freedom, the generahsed 

frictional forces corresponding to the coordinates are linear func-
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d £ _ d / 9L \ 

Since is a quadratic function of the velocities, Euler 's theorem on 
homogeneous functions shows that the sum on the right-hand side is 

tions of the velocities, of the form 

/ f r . / = -Y^m^ (20.8) 
k 

From purely mechanical arguments we can draw no conclusions 
concerning the symmetry properties of the coefficients â ^ as regards 
the suffixes / and k, but the methods of statistical physics make it 
possible to demonstrate that in all cases 

o^ik = o^ki. (20.9) 

Hence the expressions (20.8) can be written as the derivatives 

/fr./ = - 9 F / 3 i , (20.10) 
of the quadratic form 

F=\Y^oiikXiXk, (20.11) 

which is called the dissipative function. 
The forces (20.10) must be added to the right-hand side of 

Lagrange's equations: 

¿(t)=t-l̂ -
The dissipative function itself has an important physical signific­

ance : it gives the rate of dissipation of energy in the system. This is 
easily seen by calculating the time derivative of the mechanical energy 
of the system. We have 

dE d . 9L 
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equal to 2F. Thus 
dEfdt = -2F, (20.13) 

i.e. the rate of change of the energy of the system is twice the dissipative 
function. Since dissipative processes lead to loss of energy, it follows 
that F > 0, i.e. the quadratic form (20.11) is positive definite. 

§21. Forced oscillations under friction 

The theory of forced oscillations under friction is entirely analogous 
to that given in §18 for oscillations without friction. Here we shall 
consider in detail the case of a periodic external force, which is of 
considerable interest. 

Adding to the right-hand side of equation (20.1) an external force 
/ c o s yt and dividing by m, we obtain the equation of motion: 

x+2λx-l·ωlx = ( / /m)cosy i . (21.1) 

The solution of this equation is more conveniently found in complex 
form, and so we replace cos yt on the right by exp(-iyt): 

χ + 2λχ+ωΙχ = (ffm)exp(-iyt). 

We seek a particular integral in the form χ = Β exp(—/yO> obtaining 
for Β the value 

B=f/m(ml-f-2iXy). (21.2) 

Writing Β = b e x p ( - / ¿ ) , we have 

b=f/mVKωl-yη^-l·4λγl tan δ = 2Ay/ ( / - a )g ) . (21.3) 

Finally, taking the real part of the expression Β exp{-iyt) = 
= b exp [—i{yt-\- ¿)], we find the particular integral of equation (21.1); 
adding to this the general solution of that equation with zero on the 
right-hand side (and taking for definiteness the case ωο > λ), we have 

X = α e x p ( - λ O c o s ( ω r + α ) - ^ ¿ c o s ( y / + δ ) . (21.4) 

The first term decreases exponentially with time, so that, after a 



§21 Forced oscillations under friction 69 

sufficient time, only the second term remains: 

Λ: = ¿cos íy í - f δ). (21.5) 

The expression (21.3) for the ampÜtude b of the forced oscillation 
increases as γ approaches ωο, but does not become infinite as it does 
in resonance without friction. For a given a m p l i t u d e / o f the force, the 
amplitude of the oscillations is greatest when γ = ^s/{ω\—2λ^)\ for 
λ <$c ωο, this differs from ωο only by a quantity of the second order of 
smallness. 

Let us consider the range near resonance, putting y = ω ο + ε with 
ε small, and suppose also that λ ωο. Then we can approximately 
put, in (21.2), γ^-ωΐ = {γΛ-ω^){γ-ω^) % 2ωοε, 21λγ ^ 2/λωο, so 
that 

Β= -f/2m(ε-l·iλ)ωo (21.6) 
or 

b = //2/ηωο V ( « H ^ 2 ) , tan δ = λ/ε. (21.7) 

A property of the phase difierence δ between the oscillation and the 
external force is that it is always negative, i.e. the oscillation "lags 
behind" the force. Far from resonance on the side y < ωο, á 0 ; 
on the side y > ωο, δ -π. The change of δ from zero to —it takes 
place in a frequency range near ωο which is narrow (of the order of 
λ in width); δ passes through — w h e n γ = ωο. In the absence of 
friction, the phase of the forced oscillation changes discontinuously 
by π at y = ωο (the second term in (18.4) changes sign); when friction 
is allowed for, this discontinuity is smoothed out . 

In steady motion, when the system executes the forced oscillations 
given by (21.5), its energy remains unchanged. Energy is continually 
absorbed by the system from the source of the external force and 
dissipated by friction. Let Ι(γ) be the mean amount of energy absorbed 
per unit time, which depends on the frequency of the external force. 
By (20.13) we have Ι(γ) = 2F, where Fis the average value (over the 
period of oscillation) of the dissipative function. For motion in one 
dimension, the expression (20.11) for the dissipative function becomes 
F = ^ α χ 2 = ληιχ\ Substituting (21.5), we have 

F= XmbYsin^iyt+d). 
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The time average of the squared sine is \ , so that 

1{γ) = XmbY. 

§21 

(21.8) 

Near resonance we have, on substituting the amplitude of the 
oscillation from (21.7), 

/ ( ε ) = /2A/4m(e2+A2). (21.9) 

This is called a dispersion-type frequency dependence of the absorption. 
The half-width of the resonance curve (Fig. 18) is the value of |ε| for 
which / ( ε ) is half its maximum value (ε = 0). It is evident from (21.9) 

I/I{Qh 
1 

1 
1 1 

-X A 

Fio. 18 

that in the present case the half-width is just the damping coefficient λ. 
The height of the maximum is 7(0) = f^/4mX, and is inversely pro­
portional to λ. Thus, when the damping coefficient decreases, the 
resonance curve becomes more peaked. The area under the curve, 
however, remains unchanged. This area is given by the integral 

Jl(y)dy= / / ( ε ) de. 

Since /(ε) diminishes rapidly with increasing | ε |, the region where | ε | is 
large is of no importance, and the lower limit may be replaced by 
- oo , and /(ε) taken to have the form given by (21.9). Then we have 

/ ( ε )dε = 
4m 

dε 
ε«4-λ» ~ 4m 

(21.10) 
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t A simple example is that of a pendulum whose point of support executes a 
given periodic motion in a vertical direction (see Problem). 

t Provided that the constants and μζ are not equal. 

§22. Parametric resonance 

There exist oscillatory systems which are not closed, but in which 
the external action amounts only to a time variation of the para­
meters.*^ 

The parameters of a one-dimensional system are the coefBcients m 
and k in the Lagrangian (17.3). If these are functions of time, the 
equation of motion is 

-^{mx)^kx = 0. (22.1) 

We introduce instead of ^ a new independent variable t such that 
d r = át/m(t); this reduces the equation to 

d^xldr^+mkx = 0. 

There is therefore no loss of generality in considering an equation of 
motion of the form 

d^x/dt^-{-ω\t)x = 0 (22.2) 

obtained from (22.1) if m = constant. 
The form of the function ω(t) is given by the conditions of the 

problem. Let us assume that this function is periodic with some 
frequency γ and period Τ = 2jr/y. This means that ω(ί+Τ) = ω(ί\ 
and so the equation (22.2) is invariant under the transformation 
/ — t-{-T. Hence, if x(f) is a solution of the equation, so is x(t-\-T). 
That is, if xi(t) and X2(i) are two independent integrals of equation 
(22.2), they must be transformed into linear combinations of them­
selves when t is replaced by i + Γ . It is possible J to choose xi and X2 
in such a way that, when t t+T, they are simply muhiplied by 
constants: Xi(t-\-T) = μιΧι{ί), X2{t-[-T) = μ2Χ2{ί). The most general 
functions having this property are 

xxit) = μ^Π,(ί), x¿t) = μ^^Π,(0, (22.3) 

where Πι(ή, Π2(ί) are purely periodic functions of time with period T. 



72 Small Oscillations §22 

The constants μι and μ^ in these functions must be related in a 
certain way. Multiplying the equations χ ι+ω2 ( / )χ ι = 0,χ2'^ω\t)x2 = 
= 0 by X 2 and xi respectively and subtracting, we have xix^—x^xi = 
= á{x\X2-XiX2)lát = 0, or 

X1X2-X1X2 = constant. (22.4) 

For any functions xi(t), X2{t) of the form (22.3), the expression on the 
left-hand side of (22.4) is multiplied by μ^μ^ when t is replaced by 
t-\-T, Hence it is clear that , if equation (22.4) is to hold, we must 
have 

μιμ2= 1. (22.5) 

Further information about the constants μι, μ2 can be obtained 
from the fact that the coefficients in equation (22.2) are real. If x{t) 
is any integral of such an equation, then the complex conjugate 
function x*(t) must also be an integral. Hence it follows that μι, μ2 
must be the same as μΐ, μ \ , i.e. either μ^ = μ* or μ^ and μ^ are 
both real. In the former case, (22.5) gives //^ = 1///*, i.e. \μ^\^ = 
= I ^ 2 Ρ = 1: the constants μι and ^ 2 are of modulus unity. 

In the other case, two independent integrals of equation (22.2) are 

xx(t) = μ'Ι^χ(ίΙ X2(t) = μ-^"^Π2(ίΙ (22.6) 

with a positive or negative real value oí μ (\μ\ 9^ 1). One of these 
functions(xiorΛ :2according as > 1 or < 1) increases exponen­
tially with time. This means that the system at rest in equihbrium 
(x = 0) is unstable: any deviation from this state, however small, is 
sufficient to lead to a rapidly increasing displacement x. This is called 
parametric resonance. 

It should be noticed that, when the initial values of χ and χ are 
exactly zero, they remain zero, unlike what happens in ordinary 
resonance (§18), in which the displacement increases with time (pro­
portionally to t) even from initial values of zero. 

Let us determine the conditions for parametric resonance to occur in 
the important case where the function ω{t) differs only slightly from a 
constant value ωο and is a simple periodic function: 

0,2(0 = ωg( l+Acos) ; / ) , (22.7) 
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where the constant A « : 1 ; we shall suppose h positive, as may always 
be done by suitably choosing the origin of time. As we shall see below, 
parametric resonance is strongest if the frequency of the function 
ω{t) is nearly twice coo. Hence we put γ = 2ωο+ε, where ε ωο. 

The solution of the equation of motion 

^^-ωg[l-l ·Acos(2ωo+ε)í]Λ: = 0 (22.8) 

may be sought in the form 

X = α(Ocos(ωo^-iε)/^-¿(Osin(ωo^-iε)í, (22.9) 
where a{t) and b(t) are functions of time which vary slowly in compari­
son with the trigonometrical factors. This form of solution is, of 
course, not exact. In reaHty, the function x(t) also involves terms with 
frequencies which differ from ω ο + ^ ε by integral multiples of 2ωο+ε; 
these terms are, however, of a higher order of smallness with respect 
to A, and may be neglected in a first approximation. 

The values of γ which divide the regions of instabihty and stability 
correspond to μ = 1 in (22.6) and to time-independent coefficients a 
and b in (22.9). Thus the determination of the limits of the resonance 
region amounts to finding the values of γ (or, equivalently, those of ε) 
for which the equation of motion is satisfied (with the necessary 
accuracy) by the solution (22.9) with constant a and b. 

We substitute (22.9) in (22.8). The products of trigonometrical 
functions may be replaced by sums: 

cos (ωo^-γε ) /cos (2ωo+ε) / = γ cos 3 ( ω ο + γ ε ) / + γ cos (ωο+|^ε)/, 

etc., and in accordance with what was said above we omit terms with 
frequency 3(ωο+1ε). The result is 

¿(ε^-yAωo)sin(ωo+2-ε)ί+Λ(ε—γAωo)cos(ωo + i^ε)/ = 0. 

If this equation is to be satisfied, the coefficients of the sine and cosine 
must both be zero. Thus either ε = — ^Αωο and Λ = 0, or ε = |-Αωο 
and b = O, These values of ε give the limits of the region of parametric 
resonance. Thus parametric resonance occurs in the range 

-Ι^Αωο < ε < Ι̂ Αωο (22.10) 

on either side of the frequency 2ωο. 
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P R O B L E M 

Find the conditions for parametric resonance in small oscillations of a simple 
pendulum whose point of support oscillates vertically. 

SOLUTION. The Lagrangian derived in §5, Problem 2, gives for small oscillations 
(φ«:1) the equation of motion φ+ω5[1+(4Λ//) cos(2ö;o4-e)r](/) = 0, where 
ωο = gil' Hence we see that the parameter h is here represented by 4a//. The 
condition (22.10) becomes |e| < 2a V(W/̂ ). 

§23. Anharmonic osciUations 

The whole of the theory of small oscillations discussed above is 
based on the expansion of the potential and kinetic energies of the 
system in terms of the coordinates and velocities, retaining only the 
second-order terms. The equations of motion are then linear, and in 
this approximation we speak of linear oscillations. Although such an 
expansion is entirely legitimate when the amplitude of the oscillations 
is sufBciently small, in higher approximations (called anharmonic or 
non-linear oscillations) some minor but qualitatively different prop­
erties of the motion appear. 

Let us consider the expansion of the Lagrangian as far as the third-
order terms. In the potential energy there appear terms of degree three 
in the coordinates x,., and in the kinetic energy terms containing 
products of velocities and coordinates, of the form x^x^Xi. This 
difference from the previous expression (19.3) is due to the retention 
of terms linear in χ in the expansion of the functions α^,Χς). Thus the 
Lagrangian is of the form 

^ = Í Σ ^^ikXiXk - kikXiXk)+ 

+ \ Σ nikiXiXkXi-ϊ X hkiXiXkXh (23.1) 
i,k,l i,kj 

where n^/^j, l^^^ are further constant coefficients. 

Parametric resonance also occurs when the frequency γ is close to 
any value 2ωο/« with η integral. The width of the resonance range 
decreases rapidly with increasing «, however, namely as A". 
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If we change from arbitrary coordinates to the normal coordinates 
öa of the linear approximation, then, because this transformation is 
Unear, the third and fourth sums in (23.1) become similar sums with 

and in place of the coordinates λ,, and the velocities x,.. Denoting 
the coefficients in these new sums by λ^βγ and we have the Lagran­
gian in the form 

a y Of; β, y 

(23.2) 

We shall not pause to write out in their entirety the equations of 
motion derived from this Lagrangian. The important feature of these 
equations is that they are of the form 

β « + ω 2 ρ , ^ Λ ( ρ , ρ , ρ ) , (23.3) 

where f are homogeneous functions, of degree two, of the coordinates 
ρ and their time derivatives. 

Using the method of successive approximations, we seek a solution 
of these equations in the form 

Ö« = 0?^4-ρ^2>, (23.4) 

where Qf^ <^ Q^^\ and the Q^^ satisfy the "unperturbed" equations 
ßi^^+^aöi^^ = 0, i.e. they are ordinary harmonic oscillations: 

ρ ω = α«cos (ω« /+αJ . (23.5) 

Retaining only the second-order terms on the right-hand side of 
(23.3) in the next approximation, we have for the Q^^^ the equations 

ρ<^>+ω2ρ(2) = / , ( ρ ( ΐ ) , ρ ω , ρα)) , (23.6) 

where (23.5) is to be substituted on the right. This gives a set of in-
homogeneous linear differential equations, in which the right-hand 
sides can be represented as sums of simple periodic functions. For 
example, 

Q^a^Q^ß^ = (^aßß cos ( ω „ / + α α ) cos (coßt-i-ocß) 

= jaaaß{cos [(ω„ + ω^)í^-α«+α^] + cos [(ω^-ω^)ίΗ-α«-α^]}. 
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Thus the right-hand sides of equations (23.6) contain terms corre­
sponding to oscillations whose frequencies are the sums and differences 
of the eigenfrequencies of the system. The solution of these equations 
must be sought in a form involving similar periodic factors, and so we 
conclude that , in the second approximation, additional oscillations 
with frequencies 

ω . ± ω^, (23.7) 

including the double frequencies 2ω^ and the frequency zero (corre­
sponding to a constant displacement), are superposed on the normal 
oscillations of the system. These are called combination frequencies. 
The corresponding amplitudes are proportional to the products ajiß 
(or the squares al) of the corresponding normal amplitudes. 

In higher approximations, when further terms are included in the 
expansion of the Lagrangian, combination frequencies occur which 
are the sums and differences of more than two ω„; and a further 
phenomenon also appears. In the third approximation, the combina­
tion frequencies include some which coincide with the original 
frequencies ω^( = ω^+ωβ—ω^. When the method described above is 
used, the right-hand sides of the equations of motion therefore include 
resonance terms, which lead to terms in the solution whose amplitude 
increases with time. It is physically evident, however, that the magnitude 
of the oscillations cannot increase of itself in a closed system with no 
external source of energy. 

In reaUty, the fundamental frequencies ω„ in higher approximations 
are not equal to their "unperturbed" values ω^^^ which appear in the 
quadratic expression for the potential energy. The increasing terms in 
the solution arise from an expansion of the type 

cos (ωίΡ -̂μΔω,)ί ^ cos ω^Ρ^-ίΔω^ sin ωίΡ>/, 

which is obviously not legitimate when t is sufficiently large. 



C H A P T E R 6 

MOTION OF A RIGID BODY 

§24. Angular velocity 

A rigid body may be defined in mechanics as a system of particles 
such that the distances between the particles do not vary. This condi­
tion can, of course, be satisfied only approximately by systems which 
actually exist in nature. The majority of solid bodies, however, change 
so little in shape and size under ordinary conditions that these changes 
may be entirely neglected in considering the laws of motion of the body 
as a whole. 

In what follows, we shall often simplify the derivations by regarding 
a rigid body as a discrete set of particles, but this in no way invaHdates 
the assertion that sohd bodies may usually be regarded in mechanics 
as continuous, and their internal structure disregarded. The passage 
from the formulae which involve a summation over discrete particles 
to those for a continuous body is eflfected by simply replacing the mass 
of each particle by the mass ρ áV contained in a volume element áV 
(ρ being the density) and the summation by an integration over the 
volume of the body. 

To describe the motion of a rigid body, we use two systems of 
coordinates: a "fixed" (i.e. inertial) system XYZ, and a moving system 
xi = Λ·, X2 = y, x^ = ζ which is supposed to be rigidly fixed in the 
body and to participate in its motion. The origin of the moving system 
may conveniently be taken to coincide with the centre of mass of the 
body. 

77 
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The position of the body with respect to the fixed system of coordi­
nates is completely determined if the position of the moving system is 
specified. Let the origin O of the moving system have the position Ro 
(Fig. 19). The orientation of the axes of that system relative to the 
fixed system is given by three independent angles, which together with 
the three components of the vector Ro make six coordinates. Thus a 
rigid body is a mechanical system with six degrees of freedom. 

Let us consider an arbitrary infinitesimal displacement of a rigid 
body. It can be represented as the sum of two parts. One of these is an 
infinitesimal translation of the body, whereby the centre of mass moves 
to its final position, but the orientation of the axes of the moving system 
of coordinates is unchanged. The other is an infinitesimal rotation 
about the centre of mass, whereby the remainder of the body moves to 
its final position. 

Let r be the position of an arbitrary point Ρ in a rigid body in the 
moving system, and R the position of the same point in the fixed system 
(Fig. 19). Then the infinitesimal displacement dR of Ρ consists of a 
displacement dRo, equal to that of the centre of mass, and a displace­
ment d φ X Γ relative to the centre of mass resulting from a rotation 
through an infinitesimal angle άφ (see (9.1)): dR = d R o + d φ X Γ . 
Dividing this equation by the time át during which the displacement 
occurs, and putting 

dR/d i = V, dRo/d/ = V, dφ /d í = Ω , (24.1) 

we obtain the relation 

V = ν + Ω Χ Γ . (24.2) 
The vector V is the velocity of the centre of mass of the body, and 

is also the translational velocity of the body. The vector Si is called 
the angular velocity of the rotation of the body; its direction, like that 
of dφ , is along the axis of rotation. Thus the velocity ν of any point 
in the body relative to the fixed system of coordinates can be expressed 
in terms of the translational velocity of the body and its angular 
velocity of rotation. 

It should be emphasised that, in deriving formula (24.2), no use 
has been made of the fact that the origin is located at the centre of 
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FIG. 1 9 

mass. The advantages of this choice of origin vidll become evident 
when we come to calculate the energy of the moving body. 

Let us now assume that the system of coordinates fixed in the body is 
such that its origin is not at the centre of mass O, but at some point O ' 
at a distance a from O. Let the velocity of O ' be V , and the angular 
velocity of the new system of coordinates be Ω ' . We again consider 
some point Ρ in the body, and denote by r ' its position with respect 
to 0\ Then r = r ' + a , and substitution in (24.2) gives ν = V + Ω Χ 
X a + ß X r ' . The definition of V and Ω ' shows that ν = V ' + Ω ' Xr ' . 
Hence it follows that 

V = ν + Ω χ 3 , Ω' = Ω. (24.3) 

The second of these equations is very important . We see that the 
angular velocity of rotation, at any instant, of a system of coordinates 
fixed in the body is independent of the particular system chosen. All 
such systems rotate with angular velocities Ω which are equal in 
magnitude and parallel in direction. This enables us to call Ω the 
angular velocity of the body. The velocity of the translational motion, 
however, does not have this "absolute" property. 

It is seen from the first formula (24.3) that , if V and Ω are, at any 
given instant, perpendicular for some choice of the origin O, then V 
and Ω ' are perpendicular for any other origin O' . Formula (24.2) 
shows that in this case the velocities ν of all points in the body are 
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t O' may, of course, lie outside the body. 
t In the general case where V and Ω are not perpendicular, the origin may be 

chosen so as to make V and Ω parallel, i.e. so that the motion consists (at the instant 
in question) of a rotation about some axis together with a translation along that 
axis. 

in a plane perpendicular to Ω . It is then always possible^ to choose 
an origin O' whose velocity \ ' is zero, so that the motion of the body 
at the instant considered is a pure rotation about an axis through O'. 
This axis is called the instantaneous axis of rotation.% 

In what follows we shall always suppose that the origin of the mov­
ing system is taken to be at the centre of mass of the body, and so the 
axis of rotation passes through the centre of mass. In general both the 
magnitude and the direction of Ω vary during the motion. 

§25. The inertia tensor 

To calculate the kinetic energy of a rigid body, we may consider it 
as a discrete system of particles and put Τ = E\mv^, where the sum­
mation is taken over all the particles in the body. Here, and in what 
follows, we simplify the notation by omitting the suffix which denumer-
ates the particles. 

Substitution of (24.2) gives 

T=Y^\miy+SlXTf = Σ 2 - ^ ^ + Σ ' ^ ν . Ω Χ Γ + χ | ^ ( Ω Χ Γ ) 2 . 

The velocities V and Ω are the same for every point in the body. In the 
first term, therefore, ^V^ can be taken outside the summation sign, 
and Σηι is just the mass of the body, which we denote by μ. In the 
second term we put Zm\-SlXr = Σηπ^ΥΧΩ, = YxSl^Zmr, Since 
we take the origin of the moving system to be at the centre of mass, 
this term is zero, because Σηιτ = 0. Finally, in the third term we 
expand the squared vector product. The result is 

Τ = ^μν^+ΐΣηι[Ω^ή-{ί1.τη (25.1) 

Thus the kinetic energy of a rigid body can be written as the sum of 
two parts. The first term in (25.1) is the kinetic energy of the translation-
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t The letters /, k, I are tensor suflBxes and take the values 1, 2, 3. The summation 
rule will always be used, i.e. summation signs are omitted, but summation over the 
values 1, 2, 3 is implied whenever a suflOx occurs twice in any expression. Such a 
suffix is called a dummy suffix. For example, A^Bf = A-B, Af = ΑχΑι = etc. 
It is obvious that dummy suffixes can be replaced by any other like suffixes, except 
ones which already appear elsewhere in the expression concemed. 

al motion, and is of the same form as if the whole mass of the body 
were concentrated at the centre of mass. The second term is the kinetic 
energy of the rotation with angular velocity Ω about an axis passing 
through the centre of mass. It should be emphasised that this division 
of the kinetic energy into two parts is possible only because the origin 
of the coordinate system fixed in the body has been taken to be at its 
centre of mass. 

We may rewrite the kinetic energy of rotation in tensor form, i.e. 
in terms of the components^ x, and Ω,· of the vectors r and Ω . We have 

Here we have used the identity = δ/̂ ^Ω ,̂ where is the unit 
tensor, whose components are unity for / = k and zero for / k. In 
terms of the tensor 

Iik = Σ^(^^ik-XiXk) (25.2) 

we have finally the following expression for the kinetic energy of a 
rigid body: 

T=iμV^-l·^IikΩiClk, (25.3) 

The Lagrangian for a rigid body is obtained from (25.3) by subtracting 
the potential energy: 

L = i / x F H Κ- ,̂Ω A - U. (25.4) 

The potential energy is in general a function of the six variables which 
define the position of the rigid body, e.g. the three coordinates X, Γ , Ζ 
of the centre of mass and the three angles which specify the relative 
orientation of the moving and fixed coordinate axes. 
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. -Ymzx -Ymzy ^ ^ ( ^ 2 + ^ 2 ) 

(25.6) 

The components 4̂ , /^^, /^^ are called the moments of inertia about the 
corresponding axes. 

The inertia tensor is evidently additive: the moments of inertia of a 
body are the sums of those of its parts . 

If the body is regarded as continuous, with density ρ, the sum in 
the definition (25.2) becomes an integral over the volume of the body: 

//^ = JeWá//fc-^^)dF. (25.7) 

Like any symmetrical tensor of rank two, the inertia tensor can be 
reduced to diagonal form by an appropriate choice of the directions 
of the axes xi , x^, x^. These directions are called the principal axes of 
inertia, and the corresponding values of the diagonal components of 
the tensor are called the principal moments of inertia; we shall denote 
them by h , h , h - When the axes X i , X2, Xs are so chosen, the kinetic 
energy of rotation takes the very simple form 

Trot = (25.8) 

None of the three principal moments of inertia can exceed the sum 
of the other two. For instance, 

/ 1 + / 2 = Σ m(xl+xl+2xl) ^ Σ m(4+xD = h · (25.9) 

A body whose three principal moments of inertia are all diflferent 
is called an asymmetrical top. If two are equal ( / i = hy^ h), we have 
a symmetrical top. In this case the direction of one of the principal 
axes in the ^1X2 plane may be chosen arbitrarily. If all three principal 

The tensor 7,·̂  is called the inertia tensor of the body. It is symmet­
rical, i.e. 

lik = hu (25.5) 

as is evident from the definition (25.2). For clarity, we may give its 
components explicitly: 
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moments of inertia are equal, the body is called a spherical top, and 
the three axes of inertia may be chosen arbitrarily as any three mutually 
perpendicular axes. 

The determination of the principal axes of inertia is much simphfied 
if the body is symmetrical, for it is clear that the position of the centre 
of mass and the directions of the principal axes must have the same 
symmetry as the body. For example, if the body has a plane of sym­
metry, the centre of mass must lie in that plane, which also contains 
two of the principal axes of inertia, while the third is perpendicular 
to the plane. An obvious case of this kind is a coplanar system of 
particles. Here there is a simple relation between the three principal 
moments of inertia. If the plane of the system is taken as the xiX2 

plane, then xs = 0 for every particle, and so = Zmxl, h = Emx\, 
/g = ¿"wíx^-fXg)» whence 

/ 3 = / i + / 2 . (25.10) 

If a body has an axis of symmetry of any order, the centre of mass 
must lie on that axis, which is also one of the principal axes of inertia, 
while the other two are perpendicular to it. If the axis is of order 
higher than the second, the body is a symmetrical top. For any prin­
cipal axis perpendicular to the axis of symmetry can be turned through 
an angle different from 180° about the latter, i.e. the choice of the 
perpendicular axe's is not unique, and this can happen only if the body 
is a symmetrical top. 

A particular case here is a coUinear system of particles. If the line 
of the system is taken as the xa axis, then x i = X 2 = 0 for every 
particle, and so two of the principal moments of inertia are equal 
and the third is zero: 

Ι^ = ΐ2 = ΣηιχΙ 4 = 0. (25.11) 

Such a system is called a rotator. The characteristic property which 
distinguishes a rotator from other bodies is that it has only two, not 
three, rotational degrees of freedom, corresponding to rotations 
about the xi and X2 axes: it is clearly meaningless to speak of the rota­
tion of a straight line about itself. 
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Finally, we may note one further result concerning the calculation 
of the inertia tensor. Although this tensor has been defined with 
respect to a system of coordinates whose origin is at the centre of 
mass (as is necessary if the fundamental formula (25.3) is to be vahd), 
it may sometimes be more conveniently found by first calculating a 
similar tensor = Zm{x¡^bij^-x\xj^), defined with respect to some 
other origin O'. If the distance 00' is represented by a vector a, then 
Γ = r ' + a , Xi = χ'ί+α^; since, by the definition of O, 27mr = 0, we 
have 

I¡k = Iik + μ(a^δ,,^a,a,), (25.12) 

Using this formula, we can easily calculate I¡f^ if í¡f^ is known. 

P R O B L E M S 

PROBLEM 1. Determine the principal moments of inertia for the following types 
of molecule, regarded as systems of particles at fixed distances apart: (a) a molecule 
of three collinear atoms, (b) a triatomic molecule which is an isosceles triangle 
(Fig. 20). 

SOLUTION, (a) 

FIG. 20 

/ 3 = 0, 

where is the mass of the ath atom and /.j the distance between the ath and bth 
atoms. 

For a diatomic molecule the result is obvious: it is the product of the reduced 
mass of the two atoms and the square of the distance between them: Ii = 1^ = 
= m^mJ^I{mi-\-m^, 

(b) The centre of mass is on the axis of symmetry of the triangle, at a distance 
ιηφίμ from its base (Ä being the height of the triangle). The moments of inertia are 
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PROBLEM 2. Determine the principal moments of inertia for the following 
homogeneous bodies: (a) a thin rod of length /, (b) a sphere of radius (c) a 
circular cylinder of radius R and height h, (d) a rectangular parallelepiped of sides 
a, b, and c, (e) an ellipsoid of semiaxes a, 6, c. 

SOLUTION, (a) = 1^= l^f^l^y h = 0 (we neglect the thickness of the rod). 
(b) 1^ = 1^ = 1^ = ^μR^ (found by calculating the sum / 1 + / 2 + / 3 = 2ρ J rMF). 
(c) Ii-= h = \μ{R^^-\h'^\ I ζ = \^R^ (where the axis is along the axis of the 

cylinder). 
(d) h = ¿M '̂+a, /2 = ^μ(α^+ο% /g = ^μ(a^+b^) (where the axes x^, 

jcg, JC3 are along the sides a, b, c respectively). 
(e) The centre of mass is at the centre of the ellipsoid, and the principal axes of 

inertia are along the axes of the ellipsoid. The integration over the volume of the 
ellipsoid can be reduced to one over a sphere by the transformation χ = αξ, 
y = bη, ζ = οζ, which converts the equation of the surface of the ellipsoid x^/a^+ 
-^y^lb^+z^/c^ = 1 into that of the unit sphere ξ^+η^+ζ^ = 1. 

For example, the moment of inertia about the χ axis is 

A = ρ jf¡(y^-^z^dxáyáz 

= Qabcj¡j(bV + cK^) dC 
= iabdW+c^X 

where / ' is the moment of inertia of a sphere of unit radius. Since the volume of the 
ellipsoid is 4nabc/3, we find the moments of inertia /χ = ^μφ^+ο^), h = \μ{α^+€^), 
h = iM^HÄ )̂. 

PROBLEM 3. Determine the frequency of small oscillations of a compound 
pendulum (a rigid body swinging about a fixed horizontal axis in a gravitational 
field). 

SOLUTION. Let / be the distance between the centre of mass of the pendulum and 
the axis about which it rotates, and a, β, γ the angles between the principal axes of 
inertia and the axis of rotation. We take as the variable coordinate the angle φ 
between the vertical and a line through the centre of mass perpendicular to the 
axis of rotation. The velocity of the centre of mass is F = /φ, and the components 
of the angular velocity along the principal axes of inertia are φ cos a, φ cos β, 
φ cos γ. Assuming the angle φ to be small, we find the potential energy U = μgl{\ -
- cos φ) ^ Jμglφ^, The Lagrangian is therefore 

L = ^μΐψ + ϋΐι cos2 a + /2 cos^ ß-hh COŜ  γ)φ^-\μglφ\ 

The frequency of the oscillations is consequently 

= μglKμP+Il cos^ α4-/2 cos^ß-i-h COŜ  γ). 

PROBLEM 4. Find the kinetic energy of the system shown in Fig. 21: OA and AB 
are thin uniform rods of length / hinged together at A. The rod OA rotates (in the 
plane of the diagram) about O, while the end Β of the rod AB slides along Ox, 
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X 

FIG. 21 

SOLUTION. The velocity ofthe centre ofmassofthe rod Oy4 (which is at the middle 
of the rod) is \1φ, where φ is the angle AOB. The kinetic energy of the rod OA is 
therefore Ti = ^μ1^φ^+^Ιφ\ where μ is the mass of each rod. 

The Cartesian coordinates of the centre of mass of the rod AB are X = 
f / cos φ, F = f / sin φ. Since the angular velocity of rotation of this rod is also φ, 
its kinetic energy is Γ2 = ή ^ ΐ/φ2 ^ 1^/2(1 + 8 s in2φ)φ2+f /φ2 The total 
kinetic energy of this system is therefore Τ = ^μΡ{1 + 3 sin^ φ)φ\ since / = ^μΐ^ 
(see Problem 2(a)). 

PROBLEM 5. Find the kinetic energy of a cylinder of radius R rolling on a plane, 
if the mass of the cylinder is so distributed that one of the principal axes of inertia 
is parallel to the axis of the cylinder and at a distance a from it, and the moment 
of inertia about that principal axis is / . 

SOLUTION. Let φ be the angle between the vertical and a line from the centre of 
mass perpendicular to the axis of the cylinder (Fig. 22). The motion of the cylinder 
at any instant may be regarded as a pure rotation about an instantaneous axis which 
coincides with the line where the cylinder touches the plane. The angular velocity 
of this rotation is φ, since the angular velocity of rotation about all parallel axes is the 
same. The centre of mass is at a distance V(Ö^ - \ - R ^ - 2aR cos φ ) from the instanta-
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neous axis, and its velocity is therefore Κ = φ \/(α^+Β.^-2αΚοοΒφ), The total 
kinetic energy is 

Τ = \μ{ά'+R^- 2aR cos φψ+Ιψ. 
PROBLEM 6. Find the kinetic energy of a homogeneous cylinder of radius a roUing 

inside a cylindrical surface of radius R (Fig. 23). 

FIG. 23 

SOLUTION. We use the angle φ between the vertical and the line joining the 
centres of the cylinders. The centre of mass of the rolling cylinder is on the axis, 
and its velocity is F = φ ( Λ - α ) . We can calculate the angular velocity as that of a 
pure rotation about an instantaneous axis which coincides with the line of contact 
of the cylinders; it is Ω = V/a = ^(R-a)la, If /a is the moment of inertia about 
the axis of the cylinder, then 

T=iμ(R-a)ψ-l·ih(R-a)ψ|a' = ^μ(R-ayφ^ 

ia being given by Problem 2(c). 

§26. Angular momentum of a rigid body 

The value of the angular momentum of a system depends, as we 
know, on the point with respect to which it is defined. In the mechanics 
of a rigid body, the most appropriate point to choose for this purpose 
is the origin of the moving system of coordinates, i.e. the centre of 
mass of the body, and in what follows we shall denote by Μ the 
angular momentum so defined. 

According to formula (9.6), when the origin is taken at the centre 
of mass of the body, the angular momentum Μ is equal to the "intrin­
sic" angular momentum resulting from the motion relative to the 
centre of mass. In the definition Μ = ¿"mrXv we therefore replace 
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v b y Ω Χ Γ : 

Μ = Xmrx(fíxr) = Y^m[r^Sí-x{r^Sl)l 

or, in tensor notation, 

Mi = Y m{xJíli-XiXkílk) = ^kY^^^f^ifc-^i^k)' 

Finally, using the definition (25.2) of the inertia tensor, we have 

Mi = / / A . (26.1) 

If the axes x i , X2, xs are the same as the principal axes of inertia, 
formula (26.1) gives 

M l = / ιΩ ι , M2 = /2Ω2, Ms = /3Ω3. (26.2) 

In particular, for a spherical top, where all three principal moments 
of inertia are equal, we have simply 

Μ = / Ω , (26.3) 

i.e. the angular momentum vector is proportional to , and in the same 
direction as, the angular velocity vector. For an arbitrary body, how­
ever, the vector Μ is not in general in the same direction as Ω ; this 
happens only when the body is rotating about one of its principal 
axes of inertia. 

Let us consider a rigid body moving freely, i.e. not subject to any 
external forces. We suppose that any uniform translational motion, 
which is of no interest, is removed, leaving a free rotation of the body. 

As in any closed system, the angular momentum of the freely 
rotating body is constant. For a spherical top the condition Μ = con­
stant gives Ω = constant; that is, the most general free rotation of a 
spherical top is a uniform rotation about an axis fixed in space. 

The case of a rotator is equally simple. Here also Μ = / Ω , and the 
vector Ω is perpendicular to the axis of the rotator. Hence a free 
rotation of a rotator is a uniform rotation in one plane about an axis 
perpendicular to that plane. 

The law of conservation of angular momentum also suffices to 
determine the more complex free rotation of a symmetrical top. Using 
the fact that the principal axes of inertia x i , X2 (perpendicular to the 
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axis of symmetry (xz) of the top) may be chosen arbitrarily, we take 
the X2 axis perpendicular to the plane containing the constant vector 
Μ and the instantaneous position of the χ3 axis. Then Μ2 = 0, and 
formulae (26.2) show that Ω2 = 0. This means that the directions of 
M, Ω and the axis of the top are at every instant in one plane (Fig. 24). 

Μ 

/ 
/ i V-JL 

/ / 
/ / 

/ / 
/ / 

FIG. 2 4 

Hence, in turn, it follows that the velocity ν = Ω Xr of every point on 
the axis of the top is at every instant perpendicular to that plane. That 
is, the axis of the top rotates uniformly (see below) about the direction 
of M, describing a circular cone. This is called regular precession of 
the top. At the same time the top rotates uniformly about its own axis. 

The angular velocities of these two rotations can easily be expressed 
in terms of the given angular momentum Μ and the angle θ between 
the axis of the top and the direction of M. The angular velocity of 
the top about its own axis is just the component Ω3 of the vector Ω 
along the axis: 

Ω3 = M 3 / / 3 = ( M / / 3 ) cos Θ. (26.4) 

To determine the rate of precession Ωρ^, the vector Ω must be resolved 
into components along Xs and along M. The first of these gives no 
displacement of the axis of the top, and the second component is 
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§27. The equations of motion of a rigid body 

Since a rigid body has, in general, six degrees of freedom, the general 
equations of motion must be six in number. They can be put in a 
form which gives the time derivatives of two vectors, the momentum 
and the angular momentum of the body. 

The first equation is obtained by simply summing the equations 
ρ f for each particle in the body, ρ being the momentum of the 
particle and f the force acting on it. In terms of the total momentum 
of the body F = = μΥ and total force acting on it F = ¿"f, we 
have 

ÚF/dt = F. (27.1) 

Although F has been defined as the sum of all the forces f acting 
on the various particles, including the forces due to other particles, 
F actually includes only external forces: the forces of interaction 
between the particles composing the body must cancel out, since if there 
are no external forces the momentum of the body, Hke that of any 
closed system, must be conserved, i.e. we must have F = 0. 

If U is the potential energy of a rigid body in an external field, the 
force F is obtained by diflferentiating U with respect to the coordinates 
of the centre of mass of the body: 

F = -8C//8Ro. (27.2) 

For, when the body undergoes a translation through a distance óRo, 
the position vector R of every point in the body changes by óRo, and 
so the change in the potential energy is 

δυ = x;(aí//6R).áR = áRo-x;ac//aR = - ó R o - ^ f = - F - Ó R O . 

Let us now derive the second equation of motion, which gives the 
time derivative of the angular momentum M. To simplify the deriva-

therefore the required angular velocity of precession. Fig. 24 shows 
that Ωρ̂  sin θ = Ωι, and, since Ωι = Mijh = (M/Ii) sin Θ, we have 

ΩρΓ = M/h. (26.5) 
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tion, it is convenient to choose the "fixed" (inertial) frame of reference 
in such a way that the centre of mass is at rest in that frame at the 
instant considered. The equation of motion thus derived is valid in 
any other inertial frame, by GaUleo's relativity principle. 

We have Μ = ( d / d O ^ X p = T f Xp-f-TrXp. Our choice of the 
frame of reference (with V = 0) means that the value of r at the instant 
considered is the same as ν = R. Since the vectors ν and ρ = wv are 
parallel, r X p = 0. Replacing ρ by the force f, we have finally 

d M / d i = K, (27.3) 
where 

K = Xrxf. (27.4) 

The vector r X f is called the moment of the force f, and so Κ is 
the total torque, i.e. the sum of the moments of all the forces acting 
on the body. Like the total force F, the sum (27.4) need include only 
the external forces: by the law of conservation of angular momentum, 
the sum of the moments of the internal forces in a closed system must 
be zero. 

The moment of a force, like the angular momentum, in general 
depends on the choice of the origin about which it is defined. In (27.3) 
and (27.4) the moments are defined with respect to the centre of mass 
of the body. 

When the origin is moved a distance a, the new position vector r' of 
each point in the body is equal to r—a. Hence Κ = ¿"r X f = Σχ' χ f-f 
H-Z'aXfor 

K = K' + a x F . (27.5) 

Hence we see, in particular, that the value of the torque is independent 
of the choice of origin if the total force F = 0. In this case the body 
is said to be acted on by a couple. 

The change in the potential energy resulting from an infinitesimal 
rotation όφ of the body is bU = -Σί*δΚ = -Σί'δφΧτ = - δ φ . 
.¿•rXf = - Κ - ό φ , whence 

Κ - - θ ί / / 6 φ , (27.6) 

which is analogous to formula (27.2) for the force. 
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t For example, in a uniform electric field Ε is the field strength and e the charge; 
in a uniform gravitational field Ε is the acceleration g due to gravity and e is the 
mass m. 

Let us assume that the vectors F and Κ are perpendicular. Then a 
vector a can always be found such that K' given by formula (27.5) is 
zero and 

K = a x F . (27.7) 

The choice of a is not unique, since the addition to a of any vector 
parallel to F does not affect equation (27.7). The condition K' = 0 
thus gives a straight line, not a point, in the moving system of coordi­
nates. When Κ is perpendicular to F, the effect of all the appHed forces 
can therefore be reduced to that of a single force F acting along this 
Hne. 

Such a case is that of a uniform field of force, in which the force on 
a particle is f = ^E, with Ε a constant vector characterising the field 
and e characterising the properties of a particle with respect to the 
field.^ Then F = Ε Γ ^ , Κ = Σ et Χ Ε. Assuming that O, we define 
a position ro such that 

Γο = Σ ^ ^ / Σ ^ · (27.8) 

Then the total torque is simply 

Κ = roXF. (27.9) 

Thus, when a rigid body moves in a uniform field, the eflfect of the 
field reduces to the action of a single force F applied at the point whose 
position is (27.8). The position of this point is entirely determined 
by the properties of the body itself. In a gravitational field, for example, 
it is the centre of mass. 

§28. Rigid bodies in contact 

The equations of motion (27.1) and (27.3) show that the conditions 
of equilibrium for a rigid body can be written as the vanishing of the 
total force and total torque on the body: 

F = ^ f = 0 ' K = X r X f = 0. (28.1) 
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Here the summation is over all the external forces acting on the body, 
and Γ is the position of the "point of application"; the origin with 
respect to which the torque is defined may be chosen arbitrarily, since 
if F = 0 the value of Κ does not depend on this choice. 

If we have a system of rigid bodies in contact, the conditions (28.1) 
for each body separately must hold in equilibrium. The forces consid­
ered must include those exerted on each body by those with which 
it is in contact. These forces at the points of contact are called reac­
tions. It is obvious that the mutual reactions of any two bodies are 
equal in magnitude and opposite in direction. 

In general, both the magnitudes and the directions of the reactions 
are found by solving simultaneously the equations of equilibrium (28.1) 
for all the bodies. In some cases, however, their directions are given by 
the conditions of the problem. For example, if two bodies can sHde freely 
on each other, the reaction between them is normal to the surface. 

If two bodies in contact are in relative motion, dissipative forces of 
friction arise, in addition to the reaction. 

There are two possible types of motion of bodies in contact—sliding 
and rolling. In sliding, the reaction is perpendicular to the surfaces in 
contact, and the friction is tangential. Pure rolHng, on the other hand, 
is characterised by the fact that there is no relative motion of the 
bodies at the point of contact ; that is, a rolling body is at every instant 
as it were fixed to the point of contact. The reaction may be in any 
direction, i.e. it need not be normal to the surfaces in contact. The 
friction in rolling appears as an additional torque which opposes 
rolling. 

If the friction in sliding is negligibly small, the surfaces concerned 
are said to be perfectly smooth. If, on the other hand, only pure rolUng 
without sliding is possible, and the friction in rolfing can be neglected, 
the surfaces are said to be perfectly rough. 

In both these cases the frictional forces do not appear explicitly in 
the problem, which is therefore purely one of mechanics. If, on the 
other hand, the properties of the friction play an essential part in 
determining the motion, then the latter is not a purely mechanical 
process (cf. §20). 
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Contact between two bodies reduces the number of their degrees of 
freedom as compared with the case of free motion. Hitherto, in 
discussing such problems, we have taken this reduction into account 
by using coordinates which correspond directly to the actual number 
of degrees of freedom. In rolling, however, such a choice of coordi­
nates may be impossible. 

The condition imposed on the motion of rolHng bodies is that the 
velocities of the points in contact should be equal; for example, when 
a body rolls on a fixed surface, the velocity of the point of contact 
must be zero. In the general case, this condition is expressed by the 
equations of constraint, of the form 

Σ^α/^/ = 0' (28.2) 

where the ĉ ,. are functions of the coordinates only, and the suflix α 
denumerates the equations. If the left-hand sides of these equations 
are not the total time derivatives of some functions of the coordinates, 
the equations cannot be integrated. In other words, they cannot be 
reduced to relations between the coordinates only, which could be 
used to express the position of the bodies in terms of fewer coordinates, 
corresponding to the actual number of degrees of freedom. Such 
constraints are said to be non-holonomic, as opposed to holonomic 
constraints, which impose relations between the coordinates only. 

Let us consider, for example, the rolhng of a sphere on a plane. As 
usual, we denote by V the translational velocity (the velocity of the 
centre of the sphere), and by Ω the angular velocity of rotation. The 
velocity of the point of contact with the plane is found by putting 
Γ = - o n in the general formula ν = V + Ω Χ Γ ; a is the radius of the 
sphere and η a unit vector along the normal to the plane. The required 
condition is that there should be no sfiding at the point of contact, i.e. 

ν - Α Ω χ η = 0. (28.3) 

This cannot be integrated: although the velocity V is the total time 
derivative of the position vector of the centre of the sphere, the angular 
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P R O B L E M S 

PROBLEM 1. Using d'Alembert's principle, find the equations of motion of a 
homogeneous sphere rolling on a plane under an external force F and torque K. 

SoLimoN. The constraint equation is (28.3). Denoting the reaction force at the 
point of contact between the sphere and the plane by R, we have equations (28.4) 
in the form 

μ dV/dí = F + R , (1) 
/ d ß / d / = K-OTiXR, (2) 

where we have used the facts that Ρ = and, for a spherical top, Μ = / Ω . 
Differentiating the constraint equation (28.3) with respect to time, we have V = 
aSlXn, Substituting in equation (1) and eliminating Ω by means of (2), we obtain 
(//ö^)(F+R) = Kxn-f lR+ön(n-R) , which relates R, F and K. Writing this 
equation in components and substituting / = Jμa^ (§25, Problem 2(b)), we have 

where the plane is taken as the xy plane. Finally, substituting these expressions in 
(1), we obtain the equations of motion involving only the given external force and 

t It may be noted that the similar constraint in the rolling of a cylinder is 
holonomic. In that case the axis of rotation has a fixed direction in space, and hence 
Ω = άφΙάί is the total derivative of the angle φ of rotation of the cylinder about its 
axis. The condition (28.3) can therefore be integrated, and gives a relation between 
the angle φ and the coordinate of the centre of mass. 

velocity is not in general the total time derivative of any coordinate. 
The constraint (28.3) is therefore non-holonomic."*" 

There is a method of deriving the equations of motion for bodies in 
contact, in which the reactions are introduced explicitly. The essential 
feature of this method, which is sometimes called d'Alemberfs 
principle, is to write for each of the bodies in contact the equations 

dP /d i = Σ f, dM/dt = £ rxf , (28.4) 

wherein the forces f acting on each body include the reactions. The 
latter are initially unknown and are determined, together with the 
motion of the body, by solving the equations. This method is equally 
appHcable for both holonomic and non-holonomic constraints. 
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The components Ω „ of the angular velocity are given in terms of F,, by the 
constraint equation ( 2 8 . 3 ) ; for we have the equation ^μα^ áüját = ϋΓ„ the 
ζ component of equation (2) . 

PROBLEM 2 . A rod of weight Ρ has one end 4̂ on a vertical plane and the other 
end 5 on a horizontal plane (Fig. 2 5 ) , and is held in position by two horizontal 
strings AD and BC, the latter being in the same vertical plane as AB, Determine 
the reactions of the planes and the tensions in the strings. 

FIG. 2 5 

SOLUTION. The tensions and Τβ are from A to D and from Β to C respect­
ively. The reactions RA and R B are perpendicular to the corresponding planes. The 
solution of the equations of equilibrium gives Rß = Ρ,ΤΒ = cot a, R^ = 
sin β. TA = TB COS β. 

PROBLEM 3 . Two rods of length / and negligible weight are hinged together, and 
their ends are connected by a string AB (Fig. 2 6 ) . They stand on a plane, and a 
force Fis applied at the midpoint of one rod. Determine the reactions. 

SOLUTION. The tension Τ acts at A from A to B, and at Β from Β to A. The 
reactions RA and R B at A and Β are perpendicular to the plane. Let be the 
reaction on the rod AC at the hinge; then a reaction - 1 ^ acts on the rod BC, 
The condition that the sum of the moments of the forces Rjj, Γ and - acting on 

torque: 
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Fio. 26 

the rod BC should be zero shows that acts along BC, The remaining conditions 
of equilibrium (for the two rods separately) give = jF, Rs = jF, Rc = jF 
cosec a, Γ = jFcot a, where α is the angle CAB, 

§29. Motion in a non-inertial frame of reference 

U p to this point we have always used inertial frames of reference in 
discussing the motion of mechanical systems. For example, the Lagran­
gian 

Lo = | - m v § - i / , (29.1) 

and the corresponding equation of motion m dvo/át = —dU/dr, for 
a single particle in an external field are valid only in an inertial frame. 
(In this section the suflSx 0 denotes quantities pertaining to an inertial 
frame.) 

Let us now consider what the equations of motion will be in a non-
inertial frame of reference. The basis of the solution of this problem 
is again the principle of least action, whose validity does not depend 
on the frame of reference chosen. Lagrange's equations 

d_ /dL\ _ dL 
dt \ 9 v / 8r (29.2) 
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are likewise valid, but the Lagrangian is no longer of the form (29.1), 
and to derive it we must carry out the necessary transformation of the 
function LQ. 

This transformation is done in two steps. Let us first consider a 
frame of reference K' which moves with a translational velocity V(0 
relative to the inertial frame KQ, The velocities Vo and v' of a particle 
in the frames KQ and K' respectively are related by 

Vo = v'-fV(0. (29.3) 

Substitution of this in (29.1) gives the Lagrangian in K': 

V = | - m v ' H m v ' . V + i w V 2 ~ C / . 

Now V2(/) is a given function of time, and can be written as the total 
derivative with respect to t of some other function; the third term in 
L ' can therefore be omitted. Next, v' = dr'/dt, where r' is the position 
of the particle in the frame K\ Hence 

mV(0-v' = mV.drVdi = d (mV. r ' ) /d / -mr ' . dV/d i . 

Substituting in the Lagrangian and again omitting the total time deri­
vative, we have finally 

L ' = ^mv'^ - wW(0 .r' - Í/, (29.4) 

where W = dW/dt is the translational acceleration of the frame K\ 
The Lagrange's equation derived from (29.4) is 

- | ^ - / n W ( 0 . (29.5) 

Thus an accelerated translational motion of a frame of reference is 
equivalent, as regards its effect on the equations of motion of a par­
ticle, to the application of a uniform field of force equal to the mass 
of the particle multiplied by the acceleration W, in the direction 
opposite to this acceleration. 

Let us now bring in a further frame of reference K, whose origin 
coincides with that of K\ but which rotates relative to K' with angular 
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velocity Sl{t). Thus Κ executes both a translational and a rotational 
motion relative to the inertial frame KQ. 

The velocity v' of the particle relative to K' is composed of its velocity 
V relative to Κ and the velocity S2Xr of its rotation with ^ : v' = v + 
+ Ω X r (since the positions r and r' in the frames Κ and K' coincide). 
Substituting this in the Lagrangian (29.4), we obtain 

L = | w v 2 + w v ß X r 4 - i m ( S 2 X r ) 2 - m W - r ~ i 7 . (29.6) 

This is the general form of the Lagrangian of a particle in an arbitrary, 
not necessarily inertial, frame of reference. The rotation of the frame 
leads to the appearance in the Lagrangian of a term linear in the veloc­
ity of the particle. 

To calculate the derivatives appearing in Lagrange's equation, we 
write the total differential 

dL = /wv-dv-f m d v · Ω χ Γ + / w v · S 2 χ d Γ - f 

+ w ( f í X r ) . (Ω X d r ) - m W - d r - ( Θ C//ar)-dr 

= / w V ' d v + m d V ' f í x r + m d T ' V X f í - h 

+m(£2 X r) X £2 -dr - m W · dr - ( 8 £//8r) · dr. 

The terms in dv and dr give 

8L/8v = mv-f-w£2xr, 

8L/8r = m v X ß - h w ( ß x r ) x ß - / w W - 8 i 7 / 8 r . 

Substitution of these expressions in (29.2) gives the required equation 
of mot ion: 

mdy/dt = - 8 t / / 8 r - m W - f m r X i i + 2 m v X S 2 - h m ß X ( r X ß ) . 

(29.7) 

We see that the "inertia forces" due to the rotation of the frame 
consist of three terms. The force m r X S i is due to the non-uniformity 
of the rotation, but the other two terms appear even if the rotation is 
uniform. The force ImvXSl is called the Coriolis force\ unlike any 
other (non-dissipative) force hitherto considered, it depends on the 
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velocity of the particle. The force mSl X ( Γ Χ Ω ) is called the centrifugal 
force. It hes in the plane through r and Ω , is perpendicular to the axis 
of rotation (i.e. to Ω) , and is directed away from the axis. The magni­
tude of this force is rnQÜ^ where ρ is the distance of the particle from 
the axis of rotation. 

Let us now consider the particular case of a uniformly rotating 
frame with no translational acceleration. Putting in (29.6) and (29.7) 
Ω = constant, W = 0, we obtain the Lagrangian 

L = i w v H wv -Ω X r + | Α η ( Ω Xrf-U (29.8) 

and the equation of motion 

w d v / d r = - θ ί 7 / θ Γ + 2 / Λ ν χ Ω - μ / η Ω χ ( Γ Χ Ω ) . (29.9) 

The energy of the particle in this case is obtained by substituting 

ρ = aL/θν = wv -f- ^ Ω X r (29.10) 

in JE" = P ' V - L , which gives 

Ε = ^mv^-\m(SlXTf-{- U. (29.11) 

It should be noticed that the energy contains no term linear in the 
velocity. The rotation of the frame simply adds to the energy a term 
depending only on the coordinates of the particle and proport ional to 
the square of the angular velocity. This additional term - ^ ^ ( Ω Χ Γ ) ^ 
is called the centrifugal potential energy. 

The velocity ν of the particle relative to the uniformly rotating frame 
of reference is related to its velocity vo relative to the inertial frame Ko 
by 

Vo = ν + Ω Χ Γ . (29.12) 

The momentum ρ (29.10) of the particle in the frame Κ is therefore 
the same as its momentum po = mvo in the frame ^ o . The angular 
momenta Mo = rXpo and Μ = r X p are likewise equal. The energies 
of the particle in the two frames are not the same, however. Substitut­
ing V from (29.12) in (29.11), we obtain Ε = ^mvl-mvo'SlXT+ U = 
\mvl+U—mTXYo'Sl. The first two terms are the energy Eo in the 



§29 Motion in a non-inertial frame of reference 101 

frame AO. Using the angular momentum M , we have 

£: = ^ o - M . S 2 . (29.13) 

This formula gives the law of transformation of energy when we change 

to a uniformly rotating frame. Although it has been derived for a 

single particle, the derivation can evidently be generaHsed immediately 

to any system of particles, and the same formula (29.13) is obtained. 

P R O B L E M S 

PROBLEM 1. Find the deflection of a freely falling body from the vertical caused 
by the Earth's rotation, assuming the angular velocity of this rotation to be small. 

SOLUTION. In a gravitational field Í7 = -mg^r, where g is the gravity accelera­
tion vector; neglecting the centrifugal force in equation (29.9) as containing the 
square of Ω, we have the equation of motion 

V = 2 v X ß + g . (1) 

This equation may be solved by successive approximations. To do so, we put 
V = V 1 + V 2 , where V I is the solution of the equation V I = g, i.e. V I = g / + V O (VO 

being the initial velocity). Substituting ν = V I + V 2 in (1) and retaining only V I 

on the right, wehaveforvg the equation V 2 = 2 v i X ß = 2/gXß4-2ToXΩ. Integra­
tion gives 

Γ = h + Y O ^ + l e í H i í ^ X f í - f / ^ ο Χ Ω . (2) 

where h is the initial position of the particle. 
Let the ζ axis be vertically upwards, and the χ axis towards the pole; then 

gx'= gy = ^ygz = - g \ ^ x = Ücos A,Qy = 0, = Ω Sin A, whcrc λ IS the latitude 
(which for definiteness we take to be north). Putting VQ = 0 in (2), we find Λ: = 0, 
y = —t^gO. cos λ. Substitution of the time of fall ί i« V(2Ä/^) gives finally χ = 0, 
y = - -(Ih/gfi^gü, cos λ, the negative value indicating an eastward deflection. 

PROBLEM 2. Determine the deflection from coplanarity of the path of a particle 
thrown from the Earth's surface with velocity VQ. 

SOLUTION. Let the xz plane be such as to contain the velocity VO- The initial 
altitude h = 0, The lateral deviation is given by (2), Problem 1: y = 
-^/3^Ω,+/2(Ω,νο,-Ω^νο,) or, substituting the time of flight t^2vozlg,y = 
4ν|^Ω(|νο2 cos A - V O « sin X)/g^, 

PROBLEM 3. Determine the effect of the Earth's rotation on small oscillations of a 
pendulum (the problem of FoucauWs pendulum). 

SOLUTION. Neglecting the vertical displacement of the pendulum, as being a 
quantity of the second order of smalhiess, we can regard the motion as taking place 
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in the horizontal xy plane. Omitting terms in Ω ,̂ we have the equations of motion 
χ-\-ω^χ = 2Ω^>, y-{^ω^y = -2Ω^χ, where ω is the frequency of oscillation of the 
pendulum if the Earth's rotation is neglected. Multiplying the second equation by 
/ and adding, we obtain a single equation ξ-^-ΙίίΙ^ξ+ω^ξ = 0 for the complex 
quantity ξ = x+iy. For Ω, «: ω, the solution of this equation is 

ξ = e x p ( - fΩ ί̂) [A 1 exp (ίωί)+A2 exp (-ίωί)] 
or 

x+iy = ixo+iyo) exp ( - ι Ώ , ο , 

where the functions Λ:Ο (0 , >'O(^) give the path of the pendulum when the Earth's 
rotation is neglected. The effect of this rotation is therefore to turn the path about 
the vertical with angular velocity Ω,. 



C H A P T E R 7 

THE CANONICAL EQUATIONSt 

§30. Hamilton's equations 

The formulation of the laws of mechanics in terms of the Lagran­
gian, and of Lagrange's equations derived from it, presupposes that the 
mechanical state of a system is described by specifying its generahsed 
coordinates and velocities. This is not the only possible mode of 
description, however. A number of advantages, especially in the study 
of certain general problems of mechanics, attach to a description in 
terms of the generaUsed coordinates and momenta of the system. The 
question therefore arises of the form of the equations of motion 
corresponding to that formulation of mechanics. 

The passage from one set of independent variables to another can be 
effected by means of what is called in mathematics Legendre's trans­
formation. In the present case this transformation is as follows. The 
total differential of the Lagrangian as a function of coordinates and 

t The reader may find useful the following table showing certain diff'erences 
between the nomenclature used in this book and that which is generally used in the 
English literature. 

Here Elsewhere 

Principle of least action Hamilton's principle 
Action Hamilton's principal function 
Abbreviated action Action 
—Translators. 
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velocities is 

i oqi 7 dqt 

This expression may be written 

dL = X / 7 , d ^ , + X / ^ / d ^ / , (30.1) 

since the derivatives dL/dq^ are, by definition, the generaHsed momenta, 
and dLldq¡ = by Lagrange's equations. Writing the second term in 
(30.1) as Σρ^ dq^ = ά(Σρ^4^^-Σ4^ d/7¿, taking the differential ά{Σρ^4^) 
to the left-hand side, and reversing the signs, we obtain from (30.1) 

d{Y,Piqi-L) = ~ X ; / ^ / d ^ , + X ^ / d / ? / . 

The argument of the differential is the energy of the system (cf. §6); 
expressed in terms of coordinates and momenta, it is called the 
Hamilton's function or Hamiltonian of the system: 

H(p,q,t) = YPi<ii-L. (30.2) 

From the equation in difíerentials 

dH= -YPidqt + Y^idpi, (30.3) 

we have the equations 

qt = dH/dpi, Pi = -dHldqt, (30.4) 

These are the required equations of motion in the variables ρ and q, 
and are called Hamilton's equations. They form a set of 2s first-order 
differential equations for the 2s unknown functions Pi{t) and ,̂(0. 
replacing the s second-order equations in the Lagrangian treatment. 
Because of their simplicity and symmetry of form, they are also called 
canonical equations. 

The total time derivative of the Hamiltonian is 

dJ^ dH ^dH , ^dH . 
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Substitution of q¡ and from equations (30.4) shows that the last 
two terms cancel, and so 

áHjAt = dHßt. (30.5) 

In particular, if the Hamiltonian does not depend explicitly on time, 
then dHját = 0, and we have the law of conservation of energy. 

As well as the dynamical variables q, q or q, /?, the Lagrangian and 
the Hamiltonian involve various parameters which relate to the prop­
erties of the mechanical system itself, or to the external forces on it. 
Let λ be one such parameter. Regarding it as a variable, we have 
instead of (30.1) 

dL = Σ A d ^ , + X A áqiH^L¡dX) άλ, 

and (30.3) becomes 

άΗ= - áqt^-Y φ dpi-(dL/dX) dX. 
Hence 

(dH/dX),^, = -(dLldX)i^,, (30.6) 

which relates the derivatives of the Lagrangian and the Hamiltonian 
with respect to the parameter λ. The suJSBxes to the derivatives show 
the quantities which are to be kept constant in the differentiation. 

This result can be put in another way. Let the Lagrangian be of the 
form L = Lo+L\ where L' is a small correction to the function LQ. 
Then the corresponding addition H' in the Hamiltonian Η = Ho+H' 
is related to U by 

mp.,= -(L%,. (30.7) 

P R O B L E M S 
PROBLEM 1. Find the Hamiltonian for a single particle in Cartesian, cylindrical 

and spherical coordinates. 
SOLUTION. In Cartesian coordinates jc, z, 

= -¿^(J^l+Pl-^P^)+U(x, y, z); 

in cylindrical coordinates r, φ, ζ. 
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in spherical coordinates r, Ö, φ, 

PROBLEM 2. Find the Hamiltonian for a particle in a uniformly rotating frame of 
reference. 

SOLUTION. Expressing the velocity ν in the energy ( 2 9 . 1 1 ) in terms of the momen­
tum ρ by ( 2 9 . 1 0 ) , we have Η = / ? V 2 w - ß - r X p + U. 

§31. The HamOton-Jacobi equation 

In formulating the principle of least action, we have considered the 
integral 

S=] Lát, (31.1) 

taken along a path between two given positions q^^^ and q^'^^ which the 
system occupies at given instants h and / 2 . In varying the action, we 
compared the values of this integral for neighbouring paths with the 
same values of q{t\) and q{t2). Only one of these paths corresponds 
to the actual motion, namely the path for which the integral S has 
its minimum value. 

Let us now consider another aspect of the concept of action, regard­
ing S as a quantity characterising the motion along the actual path, 
and compare the values of S for paths having a common beginning 

qih) = but passing through different points at time / 2 . In other 
words, we consider the action integral for the true path as a function 
of the coordinates at the upper limit of integration. 

The change in the action from one path to a neighbouring path is 
given (if there is one degree of freedom) by the expression (2.5): 

dL ^' 

Ah J \dq át dq) ^ dq 

Since the paths of actual motion satisfy Lagrange's equations, the 
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From this relation it follows that the partial derivatives of the action 
with respect to the coordinates are equal to the corresponding mo­
menta: 

dS/dqi=Pi. (31.3) 

The action may similarly be regarded as an explicit function of time, 
by considering paths starting at a given instant ti and at a given point 
q^^\ and ending at a given point q^^^ at various times t2 = t. The partial 
derivative dS/dt thus obtained may be found by an appropriate 
variation of the integral. It is simpler, however, to use formula (31.3), 
proceeding as follows. 

From the definition of the action, its total time derivative along 
the path is 

dSlát = L. (31.4) 

Next, regarding .S as a function of coordinates and time, in the sense 
described above, and using formula (31.3), we have 

A comparison gives dS/dt = L—Ep^q^ or 

dSldt = -H(p, q, t), (31.5) 

Formulae (31.3) and (31.5) may be represented by the expression 

dS = Ypidqi-Hdt (31.6) 

for the total difierential of the action as a function of coordinates and 
time at the upper hmit of integration in (31.1). 

integral in bS is zero. In the first term we put bq{ti) = 0, and denote 
the value of bq{í2) by bq simply. Replacing dLjdq by p , we have finally 
bS = pbq or, in the general case of any number of degrees of freedom, 

bS = YpMi^ (31.2) 
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8 5 1_ 
"δί 2,« 

/dS\^ /dS\^ / Θ 5 \ 2 
+ U(x,y,z,t) = 0. ( 3 1 . 1 1 ) 

The Hamilton-Jacobi equation takes a somewhat simpler form if 
the function H(p, q) does not involve the time explicitly. Taking S(q, t) 
from (31.8) gives for the abbreviated action Stí(.q) the equation 

"(1̂  1̂ "̂ '·)=^- c'-'̂ ) 

§32. Adiabatic invariants 

Let us consider a mechanical system executing a finite motion in 
one dimension and characterised by some parameter λ which specifies 
the properties of the system or of the external field in which it is 

The action itself correspondingly becomes 

S= íi^Pidqi-Hdt), (31.7) 
i 

In particular, if the function H(p, q) does not depend expHcitly on the 
time, so that the energy is conserved, we can replace H{p, q) by a 
constant E, and the time dependence of S reduces to a term —Et\ 

S(q,t) = So(q)--Et, (31.8) 
where 

So(q) = Ι Σ Ρ Ι < ^ 9 ' (31-9) 

is sometimes called the abbreviated action. 
Replacing the momenta ρ in (31.5) by the derivatives dS/dq, we 

have the differential equation 

which must be satisfied by the function S{q, t). This first-order partial 
differential equation is called the Hamilton-Jacobi equation. For a 
single particle in an external field U{x, y, z, t), for instance, it is 
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τ 

dE _ dX 1 
di " dt ' Τ 

According to Hamilton's equation q = dH/dp, or dt = dql(dH/dp). 
The integration with respect to time can therefore be replaced by one 
with respect to the coordinate, with the period Τ written as 

τ 

Γ = Jdr = jdq/(dH/dp); 
0 

here the j sign denotes an integration over the complete range of 
variation ("there and back") of the coordinate during the period. 

placed, and let us suppose that λ varies slowly (adiabatically) with 
time as the result of some external act ion; by a "slow" variation we 
mean one in which λ varies only slightly during the period Τ of the 
motion: 

r d A / d i « A . (32.1) 

Such a system is not closed, and its energy Ε is not conserved. How­
ever, since λ varies only slowly, the rate of change É of the energy 
is proportional to the rate of change A of the parameter. This means 
that the energy of the system behaves as some function of λ when the 
latter varies. In other words, there is some combination of Ε and λ 
which remains constant during the motion. This quantity is called an 
adiabatic invariant. 

Let H(p, ^ ; A) be the Hamiltonian of the system, which depends on 
the parameter λ. According to formula (30.5), the total time derivative 
of the energy of the system is dE/dt = dH/dt = (dH/dX)(dX/dt). In 
averaging this equation over the period of the motion, we need not 
average the second factor, since λ (and therefore λ) varies only slowly: 
dE/dt = (dX/dt){dH/dX), and in the averaged function dH/dX we can 
regard only ρ and and not λ, as variable. That is, the averaging is 
taken over the motion which would occur if λ remained constant. 

The averaging may be explicitly written 
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dt dt édqlidH/dp) 
(32.2) 

As has already been mentioned, the integrations in this formula must 
be taken over the pa th for a given constant value of A. Along such a 
path the Hamiltonian has a constant value E, and the momentum is 
a definite function of the variable coordinate q and of the two inde­
pendent constant parameters Ε and λ. Putting therefore ρ = p{q\E, λ) 
and diflferentiating with respect to λ the equation H{p, q; λ) = E, we 
have dH/dX+idH/dp)(dp/dX) = 0, or 

dH/dX _ dp 
dH/dp " dX ' 

Substituting this in the numerator of (32.2) and writing the integrand 
in the denominator as dp/dE, we obtain 

dÉ dX ^{dpldX)dq 

dt dt j>{dp/dE)dq 
or 

i(dp dE dp dX\^ 

Finally, this may be written as 

(32.3) 

dl/dt = 0, (32.4) 
where 

I=jpdql2n, (32.5) 

the integral being taken over the path for given Ε and λ. This shows 
that, in the approximation here considered, / remains constant when 
the parameter λ varies, i.e. / is an adiabatic invariant. 

The integral (32.5) has a geometrical significance in terms of the 
phase path of the system, i.e. the curve which represents the depend­
ence of ponq; the phase path of a system executing a periodic motion 

Thus 
dE άλ UdHldX)dql(dH/dp) 



§32 Adiabatic invariants 111 

is a closed curve. The integral (32.5) taken round this curve is the 
area enclosed. 

As an example, let us determine the adiabatic invariant for a one-
dimensional oscillator. The Hamiltonian is Η = γρ^/ηι+γηιω^ς\ 
where ω is the frequency of the oscillator. The equation of the phase 
path is given by the law of conservation of energy H(p, q) = E. The 
path is an ellipse with semiaxes y/(2mE) and ^(ΙΕ/ηιώ^), and its area, 
divided by 2π, is 

/ = Ε/ω. (32.6) 

The adiabatic invariance of / signifies that , when the parameters of the 
oscillator vary slowly, the energy is proportional to the frequency. 
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THE PRINCIPLE OF R E L A T I V I T Y 

§33. Velocity of propagation of interactions 

The interaction of material particles is described in ordinary mech­
anics by means of a potential energy ofinteraction, which is a function 
of the coordinates of the interacting particles. It is easy to see that this 
manner of describing interactions contains the assumption of instanta­
neous propagation of interactions. For the forces exerted on each 
of the particles by the other particles at a particular instant of time 
depend, according to this description, only on the positions of the 
particles at this one instant. A change in the position of any of the 
interacting particles influences the other particles immediately. 

However, experiment shows that instantaneous interactions do not 
exist in nature. Thus a mechanics based on the assumption of instanta­
neous propagation of interactions contains within itself a certain 
inaccuracy. In actuaUty, if any change takes place in one of the 
interacting bodies, it will influence the other bodies only after the 
lapse of a certain interval of time. Dividing the distance between the 
two bodies by this time interval, we obtain the velocity of propagation 
of the interaction. 

This velocity should, strictly speaking, be called the maximum veloc­
ity of propagation of interactions. It determines only that interval 
of time after which a change occurring in one body begins to manifest 
itself in another by the arrival of a signal. It is clear that the existence 
of a maximum velocity of propagation of interactions impHes, at the 
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same time, that motions of bodies with greater velocity than this are 
impossible in nature. 

From the principle of relativity it follows that the velocity of pro­
pagation of interactions is the same in all inertial frames of reference. 
Thus the velocity of propagation of interactions is a universal con­
stant. 

This constant velocity (as we shall show later) is also the velocity of 
light in empty space. The velocity of light is usually designated by the 
letter c, and its numerical value is 

c = 2 - 9 9 8 X 1 0 1 0 cm/sec. ( 3 3 . 1 ) 

The large value of this velocity explains the fact that in practice 
classical mechanics is found to be sufficiently accurate in most cases. 
The velocities with which we have occasion to deal are usually so small 
compared with the velocity of light that the assumption that the latter 
is infinite does not materially aflFect the accuracy of the results. 

The combination of the principle of relativity with the finiteness of 
the velocity of propagation of interactions is called Einstein's relativity 
principle (it was formulated by Einstein in 1905) in contrast to GaUleo's 
relativity principle, which was based on an infinite velocity of pro­
pagation of interactions. 

The mechanics based on Einstein's relativity principle (we shall 
usually refer to it simply as the principle of relativity) is called relativ-
istic. In the limiting case when the velocities of the moving bodies are 
small compared with the velocity of light we can neglect the effect on 
their motion of the finiteness of the velocity of propagation. Then 
relativistic mechanics goes over into classical mechanics, based on the 
assumption of instantaneous propagation of interactions. The Umiting 
transition from relativistic to classical mechanics can be produced 
formally by the transition to the limit c oo in the formulae of relativ­
istic mechanics. 

In classical mechanics distance is already relative, i.e. the spatial 
relations between diflferent events depend on the frame of reference 
in which they are described. The statement that two non-simuhaneous 
events occur at one and the same point in space or, in general, at a 
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definite distance from each other, acquires a meaning only when we 
indicate the frame of reference which is used. 

On the other hand, time is absolute in classical mechanics; in other 
words, the properties of time are assumed to be independent of the 
frame of reference; there is one time for all frames. This means that 
if any two phenomena occur simultaneously for any one observer, 
then they occur simultaneously also for all others. In general, the 
interval of time between two given events must be identical for all 
frames of reference. 

It is easy to show, however, that the idea of an absolute time is in 
complete contradiction to Einstein's relativity principle. For this it is 
sufficient to recall that in classical mechanics, based on the concept 
of an absolute time, the famihar law of composition of velocities is 
valid, according to which the velocity of a composite motion is simply 
equal to the (vector) sum of the velocities of the constituent motions. 
This law, being universal, should also be applicable to the propagation 
of interactions. From this it would follow that the velocity of propa­
gation must be different in diflferent inertial frames of reference, in con­
tradiction to the principle of relativity. In this matter experiment com­
pletely confirms the principle of relativity. Measurements first per­
formed by Michelson (1881) showed complete lack of dependence of 
the velocity of hght on its direction of propagation, whereas according 
to classical mechanics the velocity of hght should not be the same in 
the direction of the Ear th 's motion as it is in the opposite direction. 

Thus the principle of relativity leads to the result that time is not 
absolute. Time elapses differently in diff'erent frames of reference. 
Consequently the statement that a definite time interval has elapsed 
between two given events acquires meaning only when the reference 
frame to which this statement appUes is indicated. In particular, events 
which are simultaneous in one reference frame will not be simultaneous 
in other frames. 

To clarify this, it is instructive to consider the following simple 
example. Let us look at two inertial reference frames Κ and K' with 
coordinate axes XYZ and X' Y' Z' respectively, where the frame K' 
moves relative to Κ along the axis X(X') (Fig. 27). 
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Ζ ' 

Β—A-^C 
Η 1 h-

Y' 

ViG. 27 

Suppose signals start out from some point A on the axis X' in two 
opposite directions. Since the velocity of propagation of a signal in 
the frame K\ as in all inertial frames, is equal (for both directions) to 
c, the signals will reach points Β and C, equidistant from A, at one 
and the same time (in the frame Κ'). But it is easy to see that the same 
two events (arrival of the signal at Β and C) can by no means be 
simultaneous for an observer in the frame K: the velocity of signals 
relative to the frame AThas, according to the principle of relativity, the 
same value c, and since the point Β moves (relative to the frame K) 
toward the source of its signal, while the point C moves in the direc­
tion away from the signal (sent from A to C) , in the frame Κ the signal 
will reach the point Β earlier than the point C. 

Thus Einstein's relativity principle introduces fundamental changes 
in basic physical concepts. The notions of space and time derived by 
us from our daily experiences are only approximations due to the fact 
that in daily life we happen to deal only with velocities which are very 
small compared with the velocity of hght. 

§34. Intervals 

In what follows we shall frequently use the concept of an event. 
An event is described by the place where it occurred and the time 
when it occurred. Thus an event occurring in a certain material par­
ticle is defined by the three coordinates of that particle and the time 
when the event occurs. 
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It is frequently useful for reasons of presentation to use a fictitious 
four-dimensional space, on the axes of which are marked three space 
coordinates and the time. In this space events are represented by points, 
called world points. In this four-dimensional space there corresponds 
to each particle a certain line, called a world line. The points of this 
line determine the coordinates of the particle at all moments of time. 
It is easy to show that to a particle in uniform rectilinear motion there 
corresponds a straight world line. 

We now express the principle of the invariance of the velocity of 
light in mathematical form. For this purpose we consider two frames 
of reference Κ and K' moving relative to each other with constant 
velocity. We choose the coordinate axes so that the axes X and X' 
coincide, while the axes Y and Ζ are parallel to Y' and Z'; we designate 
the time in the frames Κ and K' by t and f. 

Let the first event consist of sending out a signal, propagating with 
light velocity, from a point having coordinates Xi yi zi in the frame K, at 
time ti in this frame. We observe the propagation of this signal in the 
frame K. Let the second event consist of the arrival of the signal at 
point X2y2Z2 a t the moment of time Í2. The signal propagates with 
velocity c; the distance covered by it is therefore c(t2~ ti). On the other 

1. 

hand, this same distance equals [(x2-Xif-^(y2-yiY+{z2-zifY, 
Thus we can write the following relation between the coordinates of the 
two events in the frame K: 

{x2-xif+(y2-yif+iZ2-ziY-cKí2-tif = 0. (34.1) 
The same two events, i.e. the propagation of the signal, can be 

observed from the frame K\ Let the coordinates of the first event in 
the frame K' be x[yiz[t[, and of the second: Xg^'á^^^- Since the 
velocity of fight is the same in the frames Κ and K\ we have, similarly 
to (34.1), 

(X2 -x[f+(y2 -y'lf-^ (̂ 2 -z[f-c\t;, -t[f = o. (34.2) 
If xiyiziti and X2j^2^2^2 are the coordinates of any two events, then 

the quantity 

^12 = [C%t2-t{f ~ ( X 2 - X l f -{y2 -yif -(Z, ^Ζχ)ψ (34.3) 
is called the interval between these two events. 
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t The four-dimensional geometry described by the quadratic form (34.4) was 
introduced by Minkowski, in connection with the theory of relativity. This geometry 
is called pseudo'Euclideariy in contrast to ordinary Euclidean geometry. 

Thus it follows from the principle of invariance of the velocity of 
hght that, if the interval between two events is zero in one frame of 
reference, then it is equal to zero in all other frames. 

If two events are infinitely close to each other, then for the interval 
d̂ y between them 

d^2 = c2 dí2 - d x 2 _ d j 2 _dz2. (34.4) 

The form of (34.3) and (34.4) permits us to regard the interval, from 
the formal mathematical point of view, as the distance between two 
points in a fictitious four-dimensional space (whose coordinates are 
x, y, z, and the product ct). But there is a basic diflFerence between 
the rule for forming this quantity and the rule in ordinary geometry: 
in forming the square of the interval, the squares of the coordinate 
differences along the different axes are taken, not with the same sign, 
but rather with varying signs.^ 

As already shown, if d.y = 0 in one inertial frame, then as' = 0 in 
any other frame. On the other hand, as and d.y' are infinitesimals of the 
same order. F rom these two conditions it follows that d^^ ^nd d^'^ 
must be proportional to each other : 

ás^ = aás'\ 

where the coefficient a can depend only on the absolute value of the 
relative velocity of the two inertial frames. It cannot depend on the 
coordinates or the time, since then different points in space and diflfer­
ent moments in time would not be equivalent, which would be in 
contradiction to the homogeneity of space and time. Similarly, it 
cannot depend on the direction of the relative velocity, since that 
would contradict the isotropy of space. 

Let us consider three frames of reference K, Ki, K2, and let Vi and V2 
be the velocities of Ki and K2 relative to K. We then have 

ds^ = a(Vi) dsl ds^ = «(Fg) d^f. 
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a(Vi) 
= a(Fi2). (34.5) 

But Vi2 depends not only on the absolute values of the vectors Vi 
and V2, but also on the angle between them. However, this angle does 
not appear on the left side of formula (34.5). It is therefore clear that 
this formula can be correct only if the function a(V) reduces to a 
constant, which is equal to unity according to this same formula. 

Thus, 

and from the equafity of the infinitesimal intervals there follows the 
equality of finite intervals: s = s'. 

Thus we arrive at a very important result: the interval between two 
events is the same in all inertial frames of reference, i.e. it is invariant 
under transformation from one inertial frame to any other. This 
invariance is the mathematical expression of the constancy of the 
velocity of hght. 

Again let xiyiziti and Α:2^2^2^2 be the coordinates of two events 
in a certain frame of reference K, Does there exist a frame K' in which 
these two events occur at one and the same point in space? 

We introduce the notation 

t2-h = ( ^ 2 - ^ I ) * - | - C K 2 - J ^ I ) ' + ( Z 2 - Z I ) 2 = / fa-

Then the interval between the events in the frame Κ is 

*̂ 12 = ^^12~·^12 
and in the frame K' 

«'2 _ /Λ/'2 /'2 S12 — ^^12—«12» 

whereupon, because of the invariance of intervals. 

Similarly we can write 
ás¡ = a{V,2) dsl 

where V12 is the absolute value of the velocity of K2 relative to Ki. 
Comparing these relations with one another, we find that we must 
have 

aiV2) 
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Consequently the required frame can be found only for the case 
when the interval si2, between the two events is an imaginary number. 
Imaginary intervals are said t o be space-like. 

Thus if the interval between two events is space-like, there exists 
a frame of reference in which the two events occur simultaneously. 
The distance between the points where the events occur in this frame is 

/Í2 = V ( / f 2 - ^ f 2 ) = (34.7) 

The division of intervals into space- and time-like intervals is, 

We want the two events to occur at the same point in the frame K\ 
that is, we require /^g = 0. Then 

Consequently a frame of reference with the required property exists 
if 5 -12 > 0, that is, if the interval between the two events is a real number. 
Real intervals are said to be time-like. 

Thus, if the interval between two events is time-like, then there 
exists a frame of reference in which the two events occur at one and the 
same place. The time which elapses between the two events in this 
frame is 

t[, = \v{c^,2-ll2)=f^ (34.6) 

If two events occur in one and the same body, then the interval 
between them is always time-like, for the distance which the body 
moves between the two events cannot be greater than ctii, since the 
velocity of the body cannot exceed c. So we have always 

/ l 2 < Cti2. 

Let us now ask whether or not we can find a frame of reference in 
which two events occur at one and the same time. As before, we have 
for the frames Κ and K'αΨ^^-ΙΙ^ = c%\-Q. We want to have 
t[^ = 0, so that 

sl2 = -I'll < 0. 
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because of their invariance, an absolute concept. This means that the 
time-hke or space-like character of an interval is independent of the 
frame of reference. 

Let us take some event O as our origin of time and space coordinates. 
In other words, in the four-dimensional system of coordinates, the 
axes of which are marked x, y, z, t, the world point of the event O is 
the origin of coordinates. Let us now consider what relation other 

Absolutely \ / Absolutely 
remote 0/ V remote 

Absolute 
past 

FIG. 2 8 

events bear to the given event O. For visuahsation, we shall consider 
only one space dimension and the time, marking them on two axes 
(Fig. 28). Uniform rectihnear motion of a particle, passing through 
X = 0 at r = 0, is represented by a straight line going through O and 
inchned to the t axis at an angle whose tangent is the velocity of the 
particle. Since the maximum possible velocity is c, there is a maximum 
angle which this line can make with the t axis. In Fig. 28 are shown 
the two lines representing the propagation of two signals (with the 
velocity of hght) in opposite directions passing through the event O 
(i.e. going through χ = 0 at í = 0). All Hnes representing the motion 
of particles can lie only in the regions aOc and dOb. On the lines ab 
and cd, χ = ±ct. First consider events whose world points lie within 
the region aOc. It is easy to show that for all the points of this region 
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οΨ-χ^ > 0. In other words, the interval between any event in this 
region and the event O is time-like. In this region / > 0, i.e. all the 
events in this region occur "after" the event O. But two events which are 
separated by a time-Hke interval cannot occur simultaneously in any 
frame of reference. Consequently it is impossible to find a frame of 
reference in which any of the events in the region aOc occurred 
"before" the event O, i.e. at time / < 0. Thus all the events in the 
region aOc are future events relative to O in all frames of reference. 
Therefore this region can be called the absolute future relative to O. 

In exactly the same way, all events in the region bOd are in the 
absolute past relative to 0\ i.e. events in this region occur before the 
event O in all frames of reference. 

Finally, consider the regions dOa and cOb. The interval between 
any event in this region and the event O is space-like. These events 
occur at different points in space in every reference frame. Therefore 
these regions can be said to be absolutely remote relative to O, How­
ever, the concepts "simultaneous", "earlier", and "later" are relative 
for these events. For any event in these regions there exist frames of 
reference in which it occurs after the event O, frames in which it occurs 
earlier than O, and finally one reference frame in which it occurs 
simultaneously with O. 

Note that if we consider all three space coordinates instead of just 
one, then instead of the two intersecting lines of Fig. 28 we would 
have a "cone" x^-{-y'^ + z^—cH'^ = 0 in the four-dimensional coordi­
nate system x, y, z, /, the axis of the cone coinciding with the t axis. 
(This cone is called the light cone.) The regions of "absolute future" 
and "absolute pas t" are then represented by the two interior portions 
of this cone. 

Two events can be related causally to each other only if the interval 
between them is time-like; this follows immediately from the fact that 
no interaction can propagate with a velocity greater than the velocity 
of light. As we have just seen, it is precisely for these events that the 
concepts "earlier" and "later" have an absolute significance, which is 
a necessary condition for the concepts of cause and eflfect to have 
meaning. 
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dt' = dt — 
c^dt^ J' 

But 
dx^+dy^+dz^ ^ 

df^ 

where ν is the velocity of the moving clock; therefore 

dt' = ~ = dtV(l~v^/c^). (35.1) c 

Integrating this expression, we can obtain the time interval indicated 
by the moving clock when the elapsed time according to a clock at 
rest is t2—ti: 

t2-t[= J d / V ( l - ^ W (35.2) 

The time read by a clock moving with a given object is called the 
proper time for this object. Formulae (35.1) and (35.2) express the 
proper time in terms of the time for a frame of reference from which 
the motion is observed. 

§35. Proper time 

Suppose that in a certain inertial reference frame Κ we observe a 
clock which is moving relative to us in an arbitrary manner. We also 
introduce an inertial frame K' moving relative to Κ with the velocity 
V of the clock at that time. 

In the course of an infinitesimal time interval dt (as read by a clock 
in our rest frame) the moving clock goes a distance ^/{dx^-\-dy^-\-dz^). 
Let us ask what time interval dt' is indicated for this period by the 
moving clock. In the frame K' linked to the moving clock, the latter 
is at rest, i.e., dx' = dy' = dz' = 0. Because of the invariance of 
intervals 

d^2 = c^át^~dx^~dy^-dz^ = c^dt'^ 

from which 
dx^+dy^+dz^\ 
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As we see from (35.1) or (35.2), the proper time of a moving object 
is always less than the corresponding interval in the rest frame. In 
other words, the moving clock goes more slowly than the one at rest. 

Suppose a clock is moving in uniform rectiUnear motion relative 
to an inertial frame K. A reference frame K' linked to this clock is 
also inertial. Then from the point of view of an observer in the frame 
Κ the clock in the frame K' falls behind. And conversely, from the 
point of view of the frame K\ a clock in lags. To convince ourselves 
that there is no contradiction, let us note the following. In order to 
establish that the clock in the frame K' lags behind that in the frame K, 
we must proceed in the following fashion. Suppose that at a certain 
moment the clock in K' passes by the clock in K, and at that moment 
the readings of the two clocks coincide. To compare the rates of the 
two clocks in Κ and K' we must once more compare the reading of the 
same moving clock in K' with a clock in K. But now we compare this 
clock with a different clock in Κ—^with that past which the clock in K' 
goes at another time. Then we find that the clock in K' lags behind 
this other clock in Κ with which it is now being compared. We see 
that to compare the rates of clocks in two reference frames we require 
several clocks in one frame and one in the other, and that therefore 
this process is not symmetric with respect to the two frames. The 
clock that appears to lag is always the one which is being compared 
with diflferent clocks in the other frame. 

If we have two clocks, one of which describes a closed path return­
ing to the starting point (the position of the clock which remained at 
rest), then the moving clock appears to lag relative to the one at rest. 
The converse reasoning, in which the moving clock would be consid­
ered to be at rest (and vice versa) is now impossible, since the clock 
describing a closed trajectory does not carry out a uniform rectihnear 
motion, so that a frame of reference finked to it will not be inertial. 
Since the laws of nature are the same only for inertial reference frames, 
the frames linked to the clock at rest (inertial frame) and to the moving 
clock (non-inertial) have diflferent properties, and the argument which 
leads to the result that the clock at rest must lag is not valid. 
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§36. The Lorentz transformation 

Our purpose is now to obtain the formulae of transformation from 
one inertial frame of reference to another, that is, formulae by means 
of which, knowing the coordinates x, y, z, t, of an event in a certain 
frame K, we can find the coordinates x\ y\ z\ f of the same event in 
another inertial frame Κ'. 

In classical mechanics this question is resolved by the simple 
formulae for a Galileo transformation (3.1), (3.2). If the frame K' 
moves relative to the frame Κ along the common direction of the axes 
X and X\ these formulae have the form 

X = vt\ y = y\ z = z\ t = t\ (36.1) 

This transformation, as was to be expected, does not satisfy the 
requirements of the theory of relativity; it does not leave the interval 
between events invariant. 

We shall obtain the relativistic transformations precisely as a con­
sequence of the requirement that they leave the interval between events 
invariant. 

As we saw in §34, the interval between events can be looked on as 
the distance between the corresponding pair of world points in a four-
dimensional system of coordinates. Consequently we may say that the 
required transformation must leave unchanged all distances in the 
four-dimensional x, j , z, ct space. But such transformations consist 
only of parallel displacements and rotations of the coordinate system. 
Of these the displacement of the coordinate system parallel to itself 
is of no interest, since it leads only to a shift in the origin of the space 
coordinates and a change in the time reference point. Thus the required 
transformation must be expressible mathematically as a rotation of 
the four-dimensional x, y, z, ct coordinate system. 

Every rotation in the four-dimensional space can be resolved into 
six rotations, in the planes xy, zy, xz, tx, ty, tz (just as every rotation in 
ordinary space can be resolved into three rotations in the planes xy, 
zy, and xz). The first three of these rotations transform only the space 
coordinates; they correspond to the usual space rotations. 
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t Note to avoid confusion that we shall always use V to signify the constant 
relative velocity of two inertial frames, and ν for the velocity of a moving particle, 
not necessarily constant. 

Let us consider a rotation in the tx p lane; under this, the y and ζ 
coordinates do not change. This transformation must leave unchanged, 
in particular, the difference {είψ—χ'^, the square of the "distance" 
from the point {ct, x) to the origin. The relation between the old and 
new coordinates in this transformation is given in general form by 
the formulae 

= x' cosh xp-\-ct' sinh ψ, ct = x' sinh ψ-l·ct' cosh ψ, (36.2) 

where ψ is the "angle of ro ta t ion" ; a simple check shows that indeed 
αψ-χ^ = cH"^-x"i, Formulae (36.2) differ from the usual formulae 
for transformation under a rotation of the axes in that trigonometric 
functions are replaced by hyperbolic functions. This is a manifestation 
of the difference between pseudo-Euclidean and EucHdean geometry. 

We try to find the formula of transformation from an inertial reference 
frame to a frame K' moving relative to Κ with velocity V along the 
X axis. In this case clearly only the coordinate χ and the time t are 
subject to change. Therefore this transformation must have the form 
(36.2). Now it remains only to determine the angle ^ , which can depend 
only on the relative velocity V.^ 

Let us consider the motion, in the frame K, of the origin of the frame 
Κ'. Then x' = 0 and formulae (36.2) take the form 

X = ct' sinh \p, ct = ct' cosh ψ, 

or, dividing one by the other, 

x/ct = tanh ψ. 

But x/t is clearly the velocity V of the frame K' relative to K. So 

tanh ψ = V/c, 
From this 

sii^h ψ = , ,^ο . , , - , , cosh ψ = 
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The length of the rod in the frame K' is Ax' = χ^^^ί' subtracting 
xi from X2, we find 

Ax' 
Ax = 

V [ l - ( F V c 2 ) ] ' 

The proper length of a rod is its length in a reference frame in which 
it is at rest. Let us denote it by lo = Ax, and the length of the rod in 

Substituting in (36.2), we find 

^ - V [ l -(K2/c2)]' ^ ^ ' ^ ~ ^ ' ^ " - ( ί ^ ' / ^ ' ) ] * 

This is the required transformation formula. It is called the Lorentz 
transformation, and is of fundamental importance for what follows. 

The inverse formulae, expressing λ ' , z \ t' in terms of x, y, z, t, are 
most easily obtained by changing V to —V (since the frame Κ moves 
with velocity — V relative to the frame Κ'). The same formulae can 
be obtained directly by solving equations (36.3) for x', y', z', t'. 

It is easy to see from (36.3) that on making the transition to the 
limit c and classical mechanics, the formula for the Lorentz 
transformation actually goes over into the Galileo transformation. 

For V ^ c in formula (36.3) the coordinates x, t are imaginary; 
this corresponds to the fact that motion with a velocity greater than 
the velocity of light is impossible. Moreover, one cannot use a refer­
ence frame moving with the velocity of light—in that case the denomin­
ators in (36.3) would go to zero. 

Suppose there is a rod at rest in the frame K, parallel to the χ axis. 
Let its length, measured in this frame, be Ax = X2—X1 {x2 and xi are 
the coordinates of the two ends of the rod in the frame K). We now 
determine the length of this rod as measured in the frame Κ'. To do 
this we must find the coordinates of the two ends of the rod {x^ and 
x[) in this frame at one and the same time t'. F rom (36.3) we find 

_ x'-^-hVt' _ x'2Í-Vt' 

Xl — /n / Τ 7 9 / „ 9 ΛΊ » "̂2 
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y [ l _ ( K 2 / c 2 ) ] ' ' ^ [ l _ ( K 2 / c 2 ) ] ' 

or, subtracting one from the other, 

t^-tx = /^t = 
V [ 1 - ( F 2 / C 2 ) ] 

in complete agreement with (35.1). 

§37. Transformation of velocities 

In the preceding section we obtained formulae which enable us to 
find, from the coordinates of an event in one reference frame, the 
coordinates of the same event in a second reference frame. Now we 
find formulae relating the velocity of a material particle in one refer­
ence frame to its velocity in a second reference frame. 

any other reference frame K' by /. Then 

/ ^ / o V [ l - ( F 2 / c 2 ) ] . (36.4) 

Thus a rod has its greatest length in the reference frame in which 
it is at rest. Its length in a frame in which it moves with velocity V is 
decreased by the factor \^{\ — {y'^lc'^)\. This result of the theory of 
relativity is called the Lorentz contraction. 

Since the transverse dimensions of a body do not change because 
of its motion, the volume <V oí ?i body decreases according to the 
similar formula 

(V = CüoV[^-{VVc^)l (36.5) 

where <Vo is the proper volume of the body. 
From the Lorentz transformation we can obtain anew the results 

already known to us concerning the proper time (§35). Suppose a 
clock to be at rest in the frame Κ'. We take two events occurring at 
one and the same point x', y', z' in space in the frame K'. The time 
between these events in the frame K' is Δ/ ' = 4""^ί· Now we find 
the time which elapses between these two events in the frame K. 
From (36.3), we have 

^ ri + (Fx7c2) ^ t2^{Vx'\c^) 
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di ' dt' 

we find 

" l + « K / c 2 ) ' ' \+{v',Vlc^) ' l + ( f ; K / c 2 ) · 

(37.1) 

These formulae determine the transformation of velocities. They 
describe the law of composition of velocities in the theory of relativity. 
In the limiting case of c — , they go over into the formulae = v^-\-

V y ~ Vy, υ2 ~ of classical mechanics. 
In the special case of motion of a particle parallel to the χ axis, 

= V, Vy = = 0. Then v'y = v'^ = 0, v'^ = v', so that 

It is easy to convince oneself that the sum of two velocities each 
smaller than or equal to the velocity of light is again not greater than 
the light velocity. 

Let us choose our coordinate axes so that the velocity of the particle 
at the given moment lies in the xy plane. Then the velocity of the 
particle in the frame Κ has components v^ = ν cos Θ, Vy = ν sin Θ, 
and in the frame K' = v' cos θ', Vy = υ' sin θ' (ν, ν', ö, d' are the 
absolute values and the angles subtended with the χ and x' axes, 

Let us suppose once again that the frame K' moves relative to the 
frame Κ with velocity V along the χ axis. Let = dx/dt be the compo­
nent of the particle velocity in the frame AT and = dx'/dt' the velocity 
component of the same particle in the frame Κ'. From (36.3), we 
have 

dx'+Vdt' , , , ^ _ dt' + (Vdx'lc^ 
^ v T i ^ ( ' ^ ' ^ ' ^ A T T Ñ ^ W ^ ) ] · 

Dividing the first three equations by the fourth and introducing the 
velocities 

dr , dr' 
V = — , V = 
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respectively in the frames K, Κ'). With the help of formulae (37.1), 
we then find 

^ ^ ^ ^ ^ . ' s . n 6 V [ l - ( K V c ^ ) ] ^ (37.3) 
i ^ ' c o s ö ' + K ^ ^ 

This formula describes the change in the direction of the velocity 
on transforming from one reference frame to another. 

Let us consider a very important special case of this formula, namely, 
the deviation of light in transforming to a new reference frame—a 
phenomenon known as the aberration of light. In this case ν = υ' = c, 
so that the preceding formula goes over into 

t a „ e = 4 ^ ( ^ J s i n ö ' . (37.4) 
F / c + c o s ö ' ^ ^ 

In the case F « : c, we find from this formula, correct to terms of 
order F/c , 

tan θ = tan θ χ ΐ - F / c coso ' ) . 

Introducing the angle ΑΘ = θ' — θ (the aberration angle), we find 
to the same order of accuracy 

ΔΘ = y s ino ' , (37.5) 

which is the well-known elementary formula for the aberration of 
light. 

§38. Four-vectors 

The coordinates of an event (ct, A% y, z) can be considered as the 
components of a four-dimensional position vector (or, for short, a 
position four-vector) in a four-dimensional space. We shall denote its 
components by where the index μ takes the values 0, 1, 2, 3, and 

= ct, x^ = X, x^ = y, x^ = z. 

The square of the "length" of the position four-vector is given by 

(X«)2- (X1)2- (JC2)2- (X3)2^ 
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t We use Greek letters λ, μ, v, . . . for four-dimensional indices, taking values 
0, 1, 2, 3. 

It does not change under any rotations of the four-dimensional 
coordinate system, in particular under Lorentz transformations. 

In general a set of four quantities A^, A\ A^, A^ which transform 
like the components of the position four-vector"'' under transforma­
tions of the four-dimensional coordinate system is called a four-
dimensional vector (four-vector) A^. Under Lorentz transformations, 

(38.1) 

The squared magnitude of any four-vector is defined analogously to 
the square of the radius four-vector: 

(Α^)^-(Αψ-(Α^)^-(Αψ. 

For convenience of notation, we introduce two "types" of components 
of four-vectors, denoting them by the symbols A^' and A^, with super­
scripts and subscripts. These are related by 

Ao = A^ Al = -A\ A2 = -A\ A3 - -A\ (38.2) 

The quantities A^ are called the contravariant, and the A^ the covariant 
components of the four-vector. The square of the four-vector then 
appears in the form 

3 

Σ A^A^ = ^ o ^ o + ^ M i + ^ M 2 + ^ M 3 . 

Such sums are customarily written simply as A^A^, omitting the 
summation sign. The convention is that a summation is effected over 
any index which appears twice, and the summation sign is omitted. 
Of the pair of identical indices, one must be a superscript and the 
other a subscript. This convention for summation over "dummy" 
indices is very convenient and considerably simplifies the writing of 
formulae. 
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t In the literature the indices are often omitted on four-vectors, and their 
squares and scalar products are written as A^, AB. We shall not use this notation in 
the present book. 

In analogy to the square of a four-vector, one forms the scalar 
product of two different four-vectors: 

Α'^Βμ = A''Bo+A^Bi+A^B2+A^B3. 

It is clear that this can be written either as A^B^^ or A^B^—the result 
is the same. In general one can switch upper and lower indices in any 
pair of dummy indices.^ 

The product A^B^ is a four-scalar—it is invariant under rotations of 
the four-dimensional coordinate system. This is easily verified directly, 
but it is also apparent beforehand (from the analogy with the square 
A^A^) from the fact that all four-vectors transform according to the 
same rule. 

The component A^ is called the time component, and A^, A\ A^ the 
space components of the four-vector (in analogy to the position four-
vector). The square of a four-vector can be positive, negative, or zero; 
such vectors are called time-like, space-like, and null vectors, respect­
ively (again in analogy to the terminology for intervals). 

Under purely spatial rotations (i.e. transformations not affecting 
the time axis) the three space components of the four-vector A^ form a 
three-dimensional vector A. The time component of the four-vector 
is a three-dimensional scalar (with respect to these transformations). 
In enumerating the components of a four-vector, we shall often write 
them as 

A^ = (A^ A). 

The CO variant components of the same four-vector are A^ = (A^, —A), 
and the square of the four-vector is A^A^ = (A^y-A^. Thus, for the 
position four-vector, 

= (ct, r), = (ct, - r ) , x^x^ = cH^-i\ 

For three-dimensional vectors (with coordinates x, y, z) there is no 
need to distinguish between contra- and covariant components. 
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Whenever this can be done without causing confusion, we shall write 
their components as (i = x, y, z) using Latin letters for subscripts. 
In particular we shall assume a summation over x, y, ζ for any repeated 
index (for example, Α · Β = ^ / ^ / ) . 

A four-dimensional tensor (four-tensor) of rank two is a set of sixteen 
quantities A^\ which under coordinate transformations transform 
like the products of components of two four-vectors. We similarly 
define four-tensors of higher rank. 

The components of a four-tensor of rank two can be written in three 
forms: covariant, A^^, contravariant, ^-"^ and mixed, A''^ (where, in 
the last case, one should in general distinguish between A^^sind A J, 
i.e. one should be careful about whether the first or the second 
is the subscript). The connection between the different types of 
components is determined from the general rule: raising or lowering a 
space index (1, 2, 3) changes the sign of the component, while raising 
or lowering the time index (0) does not. Thus : 

^00 = A^, Aoi = -A^\ All = ..., 

Λ" = . 4 ^ Ao' = A^\ A\ = -A^\ Ai^ = -A'\ .... 

Under purely spatial transformations, the nine quantities A'^, A^^, 
. . . form a three-dimensional tensor. The three components A^\ A^^, 
A^^ and the three components A^^, A^^, A^^ constitute three-dimensional 
vectors, while the component A^^ is a three-dimensional scalar. 

A tensor A^'' is said to be symmetric if A''" = A"^, and antisymmetric 
if A^*' = — A"^. In an antisymmetric tensor, all the diagonal components 
(i.e. the components A^^, A'^, . . . ) are zero, since, for example, we 
must have A^^ = —A^^. For a symmetric tensor ^'"^ the mixed 
components A^^ and A J" obviously coincide; in such cases we shall 
simply write putting the indices one above the other. 

In every tensor equation, the two sides must contain identical and 
identically placed (i.e. above or below) free indices (as distinguished 
from dummy indices). The free indices in tensor equations can be 
shifted up or down, but this must be done simultaneously in all terms 
in the equation. Equating covariant and contravariant components of 
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(^) = ( U = y " (38.5) 

Η . 

Ί 0 0 0̂  
0 - 1 0 0 
0 0 - 1 0 
Λ 0 0 - L 

(the index μ labels the rows, and ν the columns, in the order 0, 1, 2, 3). 
It is clear that 

g,^^ = A^, g^A, = ^^ (38.6) 

and this is the tensor form of the operation of lowering or raising 
indices. 

different tensors is "illegal"; such an equation, even if it happened by 
chance to be valid in a particular frame of reference, would be violated 
on going to another frame. 

From the tensor components A^*' one can form a scalar by taking 
the sum 

A^^ = A\-^A\-\-A\ + A\ 

(where, of course, A^'^ = A^l"). This sum is called the trace of the tensor, 
and the operation for obtaining it is called contraction. 

The formation of the scalar product of two four-vectors, considered 
earlier, is a contraction operation: it is the formation of the scalar 
Α^Βμ from the tensor A^B^. In general, contracting on any pair of 
indices reduces the rank of the tensor by 2. For example, Α^^χ^ is a 
tensor of rank two, Α^β" is a four-vector, A^^^^ is a scalar, etc. 

The unit four-tensor ό^, satisfies the condition that , for any four-
vector A^, 

δ'^Α^ = A\ (38.3) 

It is clear that the components of this tensor are 

I '^^' (38.4) 
ιί μ ^ V. 

Its trace is = 4. 
By raising the one index or lowering the other in 0^, we can obtain 

the contra- or covariant tensor g^*' or ^^^, which is called the metric 
tensor. The tensors g^*' and g^^ have identical components, which can 
be written as a matrix: 
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Note that the derivatives should be legarded as the covariant com­
ponents of the four-vector. For the differential of a scalar 

is also a scalar; from its form (scalar product of two four-vectors) our 
statement is clear. 

In general, operators of differentiation with respect to the coordi­
nates Λτ", δ/θχ-", should be regarded as the covariant components of an 
operator four-vector. Thus the divergence of a four-vector, the 
expression dA^¡dx^, in which the contravariant components of the 
four-vector A'' are differentiated, is a scalar. 

In three-dimensional space we can integrate over a volume, a 
surface, or a curve. There are four corresponding types of integrations 
in four-dimensional space: (1) over a curve in four-space, (2) over a 
(two-dimensional) surface, (3) over a hypersurface, i.e. a three-dimen­
sional manifold, (4) over a four-dimensional volume. 

In analogy to the theorems of Gauss and Stokes in three-dimensional 
vector analysis, there are theorems that enable one to transform four-
dimensional integrals into one another. Of these we will need only the 
theorem for transforming an integral over a four-volume into an 
integral over a hypersurface. 

The element of integration over a four-volume 

dO. = dx"" dx^ dx^ dx^ = c dt dV (38.7) 

is a scalar; this is obvious from a comparison of the laws of transforma­
tion of time intervals (35.1) and of spatial volumes (36.5). The element 
of integration over a hypersurface d.^^ is a four-vector equal in magni-

Finally we consider some differential and integral operations of 
four-dimensional tensor analysis. 

The four-gradient of a scalar φ is the four-vector 

_ / 1 
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tude to the "area" of the hypersurface element and directed along the 
normal to the element (thus, the component áS^ = dx dy dz, i.e. it is 
the three-dimensional volume element d F , the projection of the hyper­
surface element on the hyperplane x^ = constant). 

The integral over a closed hypersurface can be transformed into an 
integral over the four-volume it encloses, by replacing the element of 
integration d.S^ by an operator: 

dS^-^ dQ-^. (38.8) 

For example, for the integral of a vector we have 

' dA^ 
a>A^dS = 

dx^ 
dQ. (38.9) 

This formula is the generahsation of Gauss ' theorem. 
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R E L A T I V I S T I C M E C H A N I C S 

§39. Energy and momentum 

Just as in classical mechanics, we shall start from the principle of 
least action in order to derive the relativistic equations of motion of 
particles. Let us start by finding the action integral for a free particle. 

This integral must not depend on our particular choice of inertial 
reference frame, i.e. it must be invariant under Lorentz transforma­
tions. It follows that it must depend on a scalar. The integrand must be 
a first-order differential. But the only scalar of this kind that one can 
construct for a free particle is the interval d^, or d^ multiplied by a 
constant characterising the particle. We shall denote this constant by 
— mc; the reason for this will be made clear in what follows. 

So for a free particle the action must have the form 

b 
S= - mcjds, (39.1) 

a b 
where J is an integral along the world line of the particle between two 

a 

events—the presence of the particle at its initial and final positions at 
times h and ^2. 

By using (35.1) we can rewrite this expression as an integral over the 
t ime: 

136 
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dt [ 1 - ( Í ;2 /C2) ]3 /2 di · 
(39.5) 

We see that the ratio of force to acceleration is diiferent in the two 
cases, 

Comparing this with the general definition (2.1) 

S= ¡Lát, 
h 

we see that the relativistic Lagrangian for a free particle is 

L = -mcWU-(vVc^)]. (39.2) 

For low velocities, in the non-relativistic limit, we can expand L in 
powers of υ/c. Omitting higher-order terms, we get 

L = — mc^ + Ymv^. 

A constant term in the Lagrangian has no effect on the equations of 
motion, and can be dropped. We then get back the classical expression 
L = \mv^. We also see the significance of the constant m introduced 
in (39.1), which coincides with the mass of the particle. 

By the momentum of a particle we mean the vector ρ = dL/dy. 
Differentiating (39.2), we find 

my 

For small velocities (v <^ c) this expression goes over into the classical 

ρ = mv. 

The time derivative of the momentum is the force acting on the 
particle. Suppose the velocity of the particle changes only in direction, 
that is, suppose the force is directed perpendicular to the velocity. Then 

^ = ^ (394) 

If the velocity changes only in magnitude, that is, if the force is parallel 
to the velocity, then 

dp m dv 
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According to the general definition (6.1), the energy Ε of the 
particle 

E= p . v - L . (39.6) 

Substituting the expressions (39.2) and (39.3) for L and p, we find 

This very important formula shows, in particular, that in relativistic 
mechanics the energy of a free particle does not go to zero for υ = 0, 
but rather takes on a finite value 

Ε = mc^, (39.8) 

This quantity is called the rest energy of the particle. 
For small velocities {vjc <^ 1), we have, expanding (39.7) in series 

in powers of vjc, 
Ε ^ mc^+\mv\ 

which, except for the rest energy, is the classical expression for the 
kinetic energy of a particle. 

We emphasise that, although we speak of a "particle", we have 
nowhere made use of the fact that it is "elementary". Thus the for­
mulae are equally apphcable to any composite body consisting of 
many particles, where by m we mean the total mass of the body and by 
V the velocity of its motion as a whole. In particular, formula (39.8) 
is valid for any body which is a t rest as a whole. We call attention to 
the fact that in relativistic mechanics the energy of a free body (i.e. 
the energy of any closed system) is a completely definite quantity 
which is always positive and is directly related to the mass of the body. 
In this connection we recall that in classical mechanics the energy of a 
body is defined only to within an arbitrary additive constant, and can 
be either positive or negative. 

The energy of a body at rest contains, in addition to the rest energies 
of its constituent particles, the kinetic energy of the particles and the 
energy of their interactions with one another. In other words, mc^ 
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t Examples are light quanta and neutrinos. 

is not equal to Zm^c^ (where m^ are the masses of the particles), 
and so m is not equal to Σm^. Thus in relativistic mechanics the law of 
conservation of mass does not hold: the mass of a composite body is 
not equal to the sum of the masses of its parts . Instead only the law 
of conservation of energy, in which the rest energies of the particles 
are included, is valid. 

Squaring (39.3) and (39.7) and comparing the results, we get the 
following relation between the energy and momentum of a particle: 

£2/^2 = p2^rn^c^, (39.9) 

The energy expressed in terms of the momentum is called the Hamilto­
nian function H: 

H= c^/{p^+m^c^\ (39.10) 

For low velocities, ρ <$c mc, and we have approximately 

Η ^ mc2-f (p2/2m), 

i.e., except for the rest energy we get the familiar classical expression 
for the Hamiltonian. 

F rom (39.3) and (39.7) we get the following relation between the 
energy, momentum, and velocity of a free particle: 

ρ = J^v/c2. (39.11) 

For V = c, the momentum and energy of the particle become in­
finite. This means that a particle with mass m different from zero cannot 
move with the velocity of light. Nevertheless, in relativistic mechanics, 
particles of zero mass moving with the velocity of light can exist.^ 
From (39.11) we have for such particles: 

p = E/c. (39.12) 

The same formula also holds approximately for particles with non­
zero mass in the ultra-relativistic case, when the particle energy Ε is 
large compared with its rest energy mc^. 
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§40. Four-momentum 

The arguments of the previous section still leave open the question 
of the transformation of the energy and momentum of a particle when 
we change from one reference frame to another. To answer this 
question we must make clear the four-dimensional nature of these 
quantities. 

F rom the usual three-dimensional velocity vector ν of a particle 
we can also form a four-vector. This velocity four-vector is 

= dxf'lds, (40.1) 

Expressing the element of interval d^ in terms of the time differential 
át according to (35.1) we can write 

VU-(.v^/ñ] cat ' 

From this we see that the components of this four-vector are 

The components of the four-velocity are not independent. Noting 
that άχ^ = ós^, we find 

« Χ = 1. (40.3) 

From the geometrical point of view u^is a unit four-vector tangent to 
the world hne of the particle. 

The four-momentum of a particle is the four-vector 

¡y = mcu^. (40.4) 

Taking the components of the four-velocity from (40.2) and comparing 
with the expressions (39.3) and (39.7), we see that the components of 
the four-momentum are 

= (Elc, p). (40.5) 
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t In §§41, 42 we put c = 1. In other words the velocity of light is taken as the 
unit of velocity (so that the dimensions of length and time become the same). This 
choice is a natural one in relativistic mechanics and greatly simplifies the writing 
of formulae. However, in this book (which also contains a considerable amount 
of non-relativistic theory) we shall not usually use this system of units, and will 
explicitly indicate when we do. 

If c has been put equal to unity in formulae, it is easy to convert back to ordinary 
units: the velocity of light is introduced to assure correct dimensions. 

Thus in relativistic mechanics momentum and energy are components 
of a single four-vector. F rom this we immediately get the formulae for 
transformation of these quantities. Substituting the expressions (40.5) 
in the general law (38.1) for transformation of four-vectors, we find 

_ p',HVE'l<ñ „ „ p_ E'+Vp', 

(40.6) 

where p^^, py, p ^ are the components of the three-momentum p. 
F rom the definition (40.4) of the four-momentum and the identity 

(40.3) we have for the square of the four-momentum of a free particle 

= mH\ (40.7) 

Substituting the components p ^ from (40.5), we arrive at the relation 
(39.9). 

§41. Decay of particles 

Let us consider the spontaneous decay of a body of mass Μ into 
two parts with masses w i and W2. The law of conservation of energy 
in the decay, applied in the frame of reference in which the body is at 
rest, gives"^ 

Μ = £ : io+£2o, (41.1) 

where £Ίο and £"20 are the energies of the emerging particles. Since 
£"10 > m\ and £20 > ^ 2 , the equality (41.1) can be satisfied only if 
Μ > m i + m 2 , i.e. a body can disintegrate spontaneously into parts the 
sum of whose masses is less than the mass of the body. On the other 
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hand, if Μ < m i + W 2 , the body is stable (with respect to the particular 
decay) and does not decay spontaneously. To cause the decay in this 
case, we would have to supply to the body from outside an amount of 
energy at least equal to its binding energy {mi+m^—M), 

Momentum as well as energy must be conserved in the decay 
process. Since the initial momentum of the body was zero, the sum of 
the momenta of the emerging particles must be zero: P10 + P20 = 0. 
Consequently = pl^, or 

E!,-ml=Eio-ml (41.2) 

The two equations (41.1) and (41.2) uniquely determine the energies 
of the emerging particles: 

= 2M ' = 2M · ^^^'^^ 

In a certain sense the inverse of this problem is the calculation of the 
total energy Μ of two colliding particles in the frame of reference in 
which their total momentum is zero (the centre-of-mass system or 
C system). The computation of this quantity gives a criterion for the 
possible occurrence of various inelastic collision processes, accompa­
nied by a change in state of the colliding particles, or the "creation" of 
new particles. A process of this type can occur only if the sum of the 
masses of the "reaction products" does not exceed M. 

Suppose that in the initial reference frame (the laboratory system or 
L system) a particle with mass mi and energy Ei colhdes with a particle 
of mass m2 which is at rest. The total energy of the two particles is 

Ε = E1+E2 = Ei-{-m2, 

and their total momentum is ρ = Ρ1 + Ρ2 = Pi- Considering the two 
particles together as a single composite system, we find the velocity of 
its motion as a whole from (39.11): 

V = - ^ = . = ^ . (41.4) 
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^1 m»x 

§42. Elastic coUisions of particles 

Let us consider, from the point of view of relativistic mechanics, the 
elastic collision of particles. We denote the momenta and energies of 
the two colhding particles (with masses mi and W2) by pi, Ei and p 2 , 
£ 2 ; we use primes for the corresponding quantities after collision. 
The laws of conservation of momentum and energy in the colhsion 
can be written together as the equation for conservation of the four-
momentum: 

ΡΊ+Ρξ = ρ['+Ρ2''' (42.1) 

From this four-vector equation we construct invariant relations which 
will be helpful in further computations. To do this we rewrite (42.1) 
in the form 

This quantity is the velocity of the C system with respect to the L 
system. 

However, in determining the mass M, there is no need to transform 
from one reference frame to the other. Instead we can make direct 
use of formula (39.9), which is applicable to the composite system just 
as it is to each particle individually. We thus have 

M2 = £2_/>2 = {E^+m^f-iEl^mW 
from which 

M 2 = w f + m l + 2 m 2 £ i . (41.5) 

P R O B L E M 

Determine the maximum energy which can be carried off by one of the decay 
particles, when a particle of mass Μ at rest decays into three particles with masses 
mi, mg and mg. 

SOLUTION. The particle mi has its maximum energy if the system of the other two 
particles mg and mg has the least possible mass; the latter is equal to the siun ηΐζ+ηι^ 
(and corresponds to the case where the two particles move together with the same 
velocity). Having thus reduced the problem to the decay of a body into two parts 
we obtam from (41.3) 

2M 
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ΡΐμΡ2 = ^1^2 y 

Ρχ^Ρΐ = ~Ρι -Pi = ^χΚ -ΡΙΡΊ cos θι, 

(42.4) 

where θι is the angle of scattering of the incident particle mi. Substitut­
ing these expressions in (42.2), we get 

c o s e . = - ^ ^ ^ + " ^ - 5 " ' - " ' . (42.5) 
PiPi 

Sinrilarly, we find from (42.3) 

c o s e 2 = ^ ^ ^ ' ^ ^ ^ ^ ? " " ^ ^ \ (42.6) 
P1P2 

where Θ2 is the angle between the transferred momentum Pg and the 
momentum of the incident particle pi. These formulae relate the angles 
of scattering of the two particles in the L system to the changes in 
their energy in the collision. 

We note that if mi > m2, i.e. if the incident particle is heavier than 
the target particle, the scattering angle θχ cannot exceed a certain 
maximum value. It is easy to find by elementary computations that 
this value is given by the equation 

sinfiimax = rn^jmxy (42.7) 

which coincides with the familiar classical result (14.8). 

and square both sides (i.e. we write the scalar product of each side with 
itself). Noting that the squares of the four-momenta and are 
equal to wj , and the squares of p ^ and P2^ are equal to ηξ, we get 

ml+ρ^ρξ -p^p[^ -p^p[^ = 0. (42.2) 

Similarly, squaring the equation ρ^Λ-ρ'^—ρ^ = p[^, we get 

r4+Pi,p'2-P2MP¡r-PiMP2' = 0. (42.3) 

Let us consider the collision in a reference frame (the L system) in 
which one of the particles (^2) was at rest before the colusión. Then 
P2 = 0, £"2 = W2, and the scalar products appearing in (42.2) are 
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Formulae (42.5), (42.6) simplify in the case when the incident particle 
has zero mass: = 0, and correspondingly p^ = E^, p[ = E[. For 
this case let us write the formula for the energy of the incident particle 
after the colhsion, expressed in terms of its angle of deflection: 

= l - c o s T + m ^ / ^ i · ^"^ -̂̂ ^ 

Let us now turn once again to the general case of colhsion of 
particles of arbitrary mass. The colhsion is most simply treated in the 
C system. Designating quantities in this system by the additional 
subscript 0, we have pio = — p2o = Po. F rom the conservation of 
momentum, during the colhsion the momenta of the two particles 
merely rotate, remaining equal in magnitude and opposite in direction. 
From the conservation of energy, the value of each of the momenta 
remains unchanged. 

Let χ be the angle of scattering in the C system—the angle through 
which the momenta pio and p2o are rotated by the coUision. This 
quantity completely determines the scattering process in the C system, 
and therefore also in any other frame of reference. It is also convenient 
in describing the colhsion in the L system and serves as the single 
parameter which remains undetermined after the laws of conservation 
of momentum and energy are apphed. 

We express the final energies of the two particles in the L system in 
terms of this parameter. To do this we return to (42.2), but this time 
write out the product Pi^p'^ in the C system: 

ΡίμΡΊ"" = -Pio-Pío = Elo-pl cos χ = /7§(1 - c o s x)-^mf 

(in the C system the energies of the particles do not change in the 
collision: E'^q = Ε · ^ ^ . We write out the other two products in the 
L system, i.e. we use (42.4). As a result we get E[-E^ = -{pllm^X 
X (1 - cos χ). We must still express pi in terms of quantities referring to 
the L system. This is easily done by equating the values of the in­
variant ΡίμΡΐ in the L and C systems: 

£io£2o—Ριο·Ρ2ο = E^m^y 
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El —nil ml^-ml+lm^Ei 

In the limiting case of low velocities (when Ε ^ m-\-\mv^), this rat io 
tends to a constant limit, equal to 

/mi-m2 γ 

In the opposhe limit of large energies Ei, the ratio (42.12) tends to 
zero; the quantity E[ tends to a constant Umit. This limit is 

Let us assume that ηΐ2 ̂  wi , i.e. the mass of the incident particle 
is small compared with the mass of the particle at rest. According to 

or 

Solving the equation for we get 

_ m l ( £ f - m | ) 

" Α72Η^1 + 2 ^ 2 £ ι · ^^^'^^ 

Also using the conservation law i ^ + W j = ^ ' i + ^ ' g , we finally get 

This expression represents the energy lost by the first particle and 
transferred to the second particle. The maximum energy transfer 
occurs for χ = ^r, and is equal to 

^ 2 m a x - A « 2 - ^ l ~ ^ l m i n - ^ 2 ^ ^ 2 + 2;^^^^ · (42.11) 

The ratio of the minimum kinetic energy of the incident particle 
after collision to its initial kinetic energy is : 

^imin -^ l _ ( ^ 1 - ^ 2 ) 2 (42.12) 



§42 Elastic collisions of particles 147 

^ / (E{~m){Ei-m) 

The angle Θ varies from ~π (for E[ m οτ E^-* m) to a minimum value Θ„ 
which is reached when E[ = E^: 

Ei — m 
c o s 0 „ i „ = 

£'i-f3m ' 

classical mechanics the light particle could transfer only a negligible 
part of its energy (see § 14). This is not the case in relativistic mechanics. 
F rom formula (42.12) we see that for sufficiently large energies Ei 
the fraction of the energy transferred can reach the order of unity. For 
this it is not sufficient that the velocity of w i be of order 1, but one 
must have Εχ ^ m^, i.e. the light particle must have an energy of the 
order of the rest energy of the heavy particle. 

A similar situation occurs for m2 mi, i.e. when a heavy particle 
is incident on a light one. Here too, according to classical mechanics, 
the energy transfer would be insignificant. The fraction of the energy 
transferred begins to be significant only for energies E^ ~ w^/mg. 
We note that we are not talking simply of velocities of the order of the 
light velocity, but of energies large compared with mi , i.e. we are 
deaUng with the ultra-relativistic case. 

P R O B L E M S 

PROBLEM 1. For two particles of equal mass, find the separation angle after 
collision, in the laboratory system. 

SOLUTION. Taking the squares of both sides of (42 .1 ) , we get 

and, after writing out the products of the four-momenta in the L system, 

E^m^ - E^Ei-cos 

where Θ is the separation angle (the angle between p[ and pj). For particles of 
equal mass (mi = mg Ξ m), we substitute 

and using the conservation of energy (Ei+m = Ei+EÍ) we obtain 

'(Ei~m){Ei-m) 
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cos χ = 2m+(£'i + m)s in2ö i 

PROBLEM 2. For the collision of two particles of equal mass w, express EÍ, EÍ 
and χ in terms of the scattering angle in the laboratory system. 

SOLUTION. Substituting/?! = Λ/{Εΐ-ηι\ρχ = Ví^'í^-w^) in (42.5) and solving 

the equation for £ / , we find 

^ , ^ Ei - f /n- f (£ i -m)cos^ 0^ 
^ Ei+m-(Ei-m)cos^ Θι 

and so 

- + - ^ + 2m + ( ^ , - m ) s i n ^ ^ ' 

Comparing with the expression for EÍ in terms of χ: 

Ei = Ei-ÜEi-m)il-cos χ) 

(from (42.10)), we find the angle of scattering in the centre-of-mass system: 

2 m - ( £ ' i + 3 w ) s i n 2 ö j 
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CHARGES IN E L E C T R O M A G N E T I C 
FIELDS 

§43. Four-potential of a field 

The interaction of particles can be described with the help of the 
concept of a field of force. Namely, instead of saying that one particle 
acts on another, we may say that the particle creates a field around 
itself; a certain force then acts on every other particle located in this 
field. In classical mechanics, the field is merely a mode of description 
of the physical phenomenon—the interaction of particles. In the theory 
of relativity, because of the finite velocity of propagation of interactions, 
the situation is changed fundamentally. The forces acting on a particle 
at a given moment are not determined by the positions at that same 
moment. A change in the position of one of the particles influences 
other particles only after the lapse of a certain time interval. This means 
that the field itself acquires physical reality. We cannot speak of a 
direct interaction of particles located at a distance from one another. 
Interactions can occur at any one moment only between neighbouring 
points in space (contact interaction). Therefore we must speak of the 
interaction of the one particle with the field, and of the subsequent 
interaction of the field with the second particle. 

The second par t of this book is devoted to the theory of electro­
magnetic fields. We start by studying the interaction of a particle with 
a given field. 

For a particle moving in a given electromagnetic field, the action is 

151 
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s = ^^-mcds-^A^dx^\, (43.1) 

t The assertions which follow should be regarded as being essentially the con­
sequence of experimental data. The form of the action for a particle in an electro­
magnetic field cannot be fixed on the basis of general considerations alone, such 
as, for example, the requirement of relativistic invariance. The latter would permit, 
for example, the occurrence in formula (43.1) of a term of the form J A as, where 
A is 3. scalar function. 

To avoid any misunderstanding, we repeat that we are considering classical 
(and not quantum) theory, and therefore do not include effects which are related 
to the spins of particles. 

made up of two par ts : the action (39.1) for the free particle, and a term 
describing the interaction of the particle with the field. The latter term 
must contain quantities characterising the particle and quantities 
characterising the field. 

It turns out^ that the properties of a particle with respect to inter­
action with the electromagnetic field are determined by a single 
parameter—the charge e of the particle, which can be either positive or 
negative (or equal to zero). The properties of the field are characterised 
by a four-vector the four-potential, whose components are functions 
of the coordinates and time. These quantities appear in the action 
function in the term 

b f% 

« 
a 

where the functions are taken at points on the world line of the 
particle. The factor 1/c has been introduced for convenience. It should 
be pointed out that, so long as we have no formulae relating the 
charge or the potentials with already known quantities, the units for 
measuring these new quantities can be chosen arbitrarily. (We shall 
return to this question in §53.) 

Thus the action function for a charge in an electromagnetic field 
has the form 

b 
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s = ^ — mcds-{-^A'dr —eφ dt^ . 

Introducing dr/dt = v, the particle velocity, and changing to an 
integration over t. 

S = ^ _ ^ c V [ i - ( ^ V c ^ ) l + - ^ A . v - e ^ j dt. (43.3) 

The integrand is just the Lagrangian for a charge in an electromagnetic 
field: 

L = - m c V [ l - (^^2/c2 ) ]+-^A .v -eφ. (43.4) 

This function diflfers from the Lagrangian for a free particle by the 
terms (e|c)A'Ύ-eφ, which describe the interaction of the charge with 
the field. 

The derivative dL/d\ is the generafised momentum of the particle; 
we denote it by Ρ : 

Here we have denoted by ρ the ordinary momentum of the particle, 
which we shall refer to simply as its momentum. 

The three space components of the four-vector A'' form a three-
dimensional vector A called the vector potential of the field. The time 
component is called the scalar potential, we denote it by A^ = φ. 
Thus 

Α- = (φ,ΑΙ (43.2) 

Therefore the action integral can be written in the form 
b 



154 Charges in Electromagnetic Fields §44 

However, the Hamiltonian must be expressed not in terms of the 
velocity, but rather in terms of the generahsed momentum of the 
particle. F rom (43.5) and (43.6) it is clear that the relation between 
76—eφ and P —(e/c)A is the same as the relation between ^ and ρ in 
the absence of the field, i.e. 

(43.7) 

For low velocities, i.e. for classical mechanics, the Lagrangian (43.4) 
goes over into 

L = \mv^+-k^y-eφ. (43.8) 
c 

In this approximation 
e 

η =: my = Ρ A, 
c 

and we find the following expression for the Hamiltonian: 

§44. Equations of motion of a charge in a field 

A charge located in a field not only is subjected to a force exerted 
by the field, but also in turn acts on the field, changing it. However, 
if the charge e is not large, the action of the charge on the field can be 

t In this part of the book we shall use script letters S and ^ (instead of Ε and H) 
for the energy and the Hamiltonian, in order to avoid confusion with the field 
Strengths, 

From the Lagrangian we can find the Hamihonian function for a 
particle in a field from the general formula''' 

Substituting (43.4), we get 
mc^ 
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t The condition for smallness of the charge in this sense is that the radiation 
damping forces arising from its motion (cf. the discussion in §84) be small. 

neglected,^ In this case, when considering the motion of the charge 
in a given field, we may assume that the field itself does not depend on 
the coordinates or the velocity of the charge. 

The equations of motion of a charge in a given electromagnetic 
field are given by the Lagrange equation 

^ - ^ - (44 1) 

where L is given by formula (43.4). 
The derivative 8L/8v is the generalised momentum of the particle 

(43.5). Further, we write 

9 ^ τ ^ Λ . 
= VL = — grad A - v - e g r a d φ. 

But from a formula of vector analysis 

grad (a-b) = ( a « v ) b + ( b - v ) a + b X c u r l a + a x c u r l b , 

where a and b are two arbitrary vectors. Applying this formula to 
A-v, and remembering that differentiation with respect to r is carried 
out for constant v, we find 

= ^ ( v - v ) A + ^ v X c u r l A - ^ g r a d ( / ) . 

So the Lagrange equation has the form 

Ú ( e \ e e 
^ i p + — A | = —(v -v )A4-—vXcur l A - ^ grad φ. 

But the total differential (dA/d/) át consists of two par t s : the change 
(8A/8/)d/ of the vector potential with time at a fixed point in space, 
and the change due to motion from one point in space to another at 
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distance dr. This second part is equal to (d r 'V )A. Thus 

dA 9A , , , ^ 

Substituting this in the previous equation, we find 

^ = ^l.^^egT2idφ+-γXcm\A. '(44.2) 
dt c dt c ' ^ 

This is the equation of motion of a particle in an electromagnetic 
field. On the left-hand side stands the derivative of the particle's 
momentum with respect to the time. Therefore the expression on the 
right of (44.2) is the force exerted on the charge in an electromagnetic 
field. We see that this force consists of two parts. The first part (first 
and second terms on the right-hand side of (44.2)) does not depend on 
the velocity of the particle. The second part (third term) depends on the 
velocity, being proportional to the velocity and perpendicular to it. 

The force of the first type, per unit charge, is called the electric 
field intensity; we denote it by E. So, by definition, 

E = - i | ^ - g r a d ^ . (44.3) 

The coefficient of v /c in the force of the second type, per unit charge, 
is called the magnetic field intensity. We designate it by H . So, by 
definition, 

Η = curl A. (44.4) 

The equation of motion of a charge in an electromagnetic field can 
now be written as 

$ ^ = e E - | - - v X H . (44.5) 
dt c 

The expression on the right is called the Lorentz force. The first term 
(the force which the electric field exerts on the charge) does not depend 
on the velocity of the charge, and is along the direction of E. The second 
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dt dt ' 

Substituting dp/d/ from (44.5) and noting that ν Χ Η · ν = 0, we have 

d<5kin 
di = ^E.v. (44.7) 

The expression on the right-hand side is the work done by the field 
on the particle per unit time. Work is done on the charge only by the 
electric field; the magnetic field does no work on a charge moving in 
it, since the force which the magnetic field exerts on a charge is always 
perpendicular to the velocity of the charge. 

In §5 it was noted that the equations of classical mechanics are 
invariant with respect to a change in sign of the time. It is easy to see 
that this is also valid for the electromagnetic field in the theory of 
relativity. In this case, however, in addition to changing t into — i, 
we must reverse the sign of the magnetic field. It is easy to see that the 

t By "kinetic" we mean the energy (39.7), which includes the rest energy. 

part (the force exerted by the magnetic field on the charge) is pro­
portional to the velocity of the charge and is directed perpendicular 
to the velocity and to the magnetic field H . 

For velocities small compared with the velocity of light, the momen­
tum ρ is approximately equal to its classical expression mv, and 
the equation of motion (44.5) becomes 

w - ^ = eE + ^yXU, (44.6) 

Next we calculate the rate of change of the kinetic energy of the 
particle^ with time, i.e. the derivative 

dcgkin _ ^ I mc^ \ 

dt - dt[v[i-(vVc^)])' 

It is easy to check that 

dc5kia ^ ^ . d p 
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equations of motion (44.5) are not altered if we make the changes 

Í - - Í , Ε - E, Η - ~ H . (44.8) 

According to (44.3) and (44.4), this does not change the scalar 
potential, while the vector potential changes sign: 

Φ-^Φ, A^^A, (44.9) 

Thus, if a certain motion is possible in an electromagnetic field, then 
the reversed motion is possible in a field in which the direction of Η is 
reversed. 

P R O B L E M 

Express the acceleration of a particle in terms of its velocity and the electric 
and magnetic field intensities. 

SoLimoN. Substitute in the equation of motion (44.5) ρ = v^kin/c^, and take 
the expression for áSíiJát from (44.7). The result is 

y = A V [ 1 - W C 2 ) ] | E + - V X H - -Vv(v.E)|. 
m I c β 

§45. Gauge invariance 

Let us consider to what extent the potentials are uniquely determined. 
The field is characterised by the effect which it produces on the motion 
of a charge located in it. But in the equation of motion (44.5) there 
appear not the potentials, but the field intensities Ε and H . Therefore 
two fields are physically identical if they are characterised by the same 
vectors Ε and H . 

If we are given potentials A and φ, then these uniquely determine 
(according to (44.3) and (44.4)) the fields Ε and H . However, to one 
and the same field there can correspond diflferent potentials. To show 
this, let us add to each component of the four-potential the quantity 
-dfldxf, where / is an arbitrary function of the coordinates and the 
time. Then the potential goes over into 

4 = ^ . - ^ · (45.1) 
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t We emphasise that this is related to the assumed constancy of e in (45.2). 
Thus the gauge invariance of the equations of electrodynamics and the conservation 
of charge are closely related to one another. 

As a result of this change there appears in the action integral (43.1) 
the additional term 

ί ^ ^ ' ' - · ^ > 
which is a total differential and has no effect on the equations of 
motion (cf. §2). 

If in place of the four-potential we introduce the scalar and vector 
potentials, and in place of Λ/", the coordinates ct, x, y, z, then the four 
equations (45.1) can be written in the form 

A' = A + g r a d / , Φ' = Φ-\%^ (45.3) 

It is easy to check that electric and magnetic fields determined from 
equations (44.3) and (44.4) actually do not change upon replacement 
of A and φ by A' and φ'. Thus the transformation (45.3) does not 
change the fields. The potentials are therefore not uniquely defined; 
the vector potential is determined to within the gradient of an arbitrary 
function, and the scalar potential to within the time derivative of the 
same function. 

In particular, we can add an arbitrary constant vector to the vector 
potential, and an arbitrary constant to the scalar potential. This is 
also clear directly from the fact that the definitions of Ε and Η contain 
only derivatives of A and φ, and therefore the addition of constants to 
the latter does not affect the field intensities. 

Only those quantities have physical meaning which are invariant 
with respect to the transformation (45.3) of the potentials; in particular 
all equations must be invariant under this transformation. This in­
variance is called gauge invariance.^ 

This non-uniqueness of the potentials gives us the possibifity of 
choosing them so that they fulfil one auxihary condition chosen by us. 
We emphasise that we can set one condition, since we may choose the 
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function / in (45.3) arbitrarily. In particular, it is always possible to 
choose the potentials so that φ is zero. If the vector potential is not 
zero, it is not generally possible to make it zero, since the condition 
A = 0 represents three auxiliary conditions (for the three components 
of A). 

§46. Constant electromagnetic field 

By a constant electromagnetic field we mean a field which does not 
depend on the time. Clearly the potentials of a constant field can be 
chosen so that they are functions only of the coordinates and not of the 
time. A constant magnetic field is equal, as before, to Η = curl A. 
A constant electric field is equal to 

Ε = - g r a d ^ . (46.1) 

Thus a constant electric field is determined only by the scalar potential 
and a constant magnetic field only by the vector potential. 

We saw in the preceding section that the potentials are not uniquely 
determined. However, if we describe the constant electromagnetic 
field in terms of potentials which do not depend on the time, then we 
can add to the scalar potential, without changing the fields, only an 
arbitrary constant (not depending on either the coordinates or the 
time). Usually φ is subjected to the additional requirement that it 
be zero at infinity. Thus the arbitrary constant previously mentioned is 
determined, and the scalar potential of the constant field is thus deter­
mined uniquely. On the other hand, the vector potential is not uniquely 
determined: we can add to it the gradient of an arbitrary function of 
the coordinates. 

We now determine the energy of a charge in a constant electro­
magnetic field. If the field is constant, then the Lagrangian for the 
charge also does not depend explicitly on the time. In this case the 
energy is conserved and coincides with the Hamiltonian. According to 
(43.6), we have 
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§47. Motion in a constant uniform electric field 

Let us consider the motion of a charge ^ in a uniform constant 
electric field E. We take the direction of the field as the χ axis. The 
motion will obviously proceed in a plane, which we choose as the xy 
plane. Then the equations of motion (44.5) become 

Px = eE, py = 0, 
so that 

p^ = eEt, Py=po. (47.1) 

The time reference point has been chosen at the moment when Ρχ = 0; 
Po is the momentum of the particle at that moment. 

Thus the presence of the field adds to the energy of the particle 
the term eφ, the potential energy of the charge in the field. We note the 
important fact that the energy depends only on the scalar and not on 
the vector potential. This means that the magnetic field does not aflfect 
the energy of the charge. Only the electric field can change the energy 
of the particle. This is related to the fact already mentioned that the 
magnetic field, unhke the electric field, does no work on the charge. 

If the field intensities are the same at all points in space, then the 
field is said to be uniform. The scalar potential of a uniform electric 
field can be expressed in terms of the field intensity as 

0 = - E . r ; (46.3) 
since Ε = constant, 

v ( E . r ) = ( E . v ) r = E. 

The vector potential of a uniform magnetic field can be expressed 
in terms of its field intensity as 

A = i H X r ; (46.4) 

for Η = constant, we obtain with the aid of well-known formulae of 
vector analysis 

c u r l ( H X r ) = H d i v r - ( H . v ) r = 2H 

(noting that div r = 3). 
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dt ¿kin Vld^l-^iceEtfY 

Integrating, we find 

X =Vlc^lHceEtn (47.3) 

The constant of integration we set equal to zero. 
For determining we have 

dy PyC^ poc^ 
dt ¿kin V[<^l+(ceEty] 

from which 

Poc . , JceEt\ 
(47.4) 

We obtain the equation of the path by expressing t in terms of y from 
(47.4) and substituting in (47.3). This gives 

^=.^cosh^. (47.5) 
eE poc 

Thus in a uniform electric field a charge moves along a catenary 
curve. 

If the velocity of the particle is ν <^ c, then we can take po = mvo, 
¿ 0 = mc\ and expand (47.5) in series in powers of 1/c. Then we get. 

The kinetic energy of the particle (the energy omitting the potential 
energy in the field) is <5î in — c "^(m^c^-^p^). Substituting (47.1), we 
find in our case 

c5kin = Vlm^c^'^cYoHceEtf] = VlSlHceEtfl (47.2) 

where ¿o is the energy at / = 0. 
According to (39.11) the velocity of the particle is ν = pĉ /cSkin-

For the velocity = χ we have therefore 

dx PxC^ c^eEt 
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c2 di c 

or, expressed in terms of components, 

ύχ = covyy Vy = —oWx, Vz = 0, (48.2) 

where we have introduced the notation 

ω = (48.3) 

We multiply the second equation (48.2) by i, and add it to the first: 

d 
dt 

(vx -f iVy) = - i(o(vx -h ivy\ 

to within terms of higher order, 

that is, the charge moves along a parabola, a result well known from 
classical mechanics. 

§48. Motion in a constant uniform magnetic field 

We now consider the motion of a charge e in a uniform magnetic 
field H . We choose the direction of the field as the ζ axis. We rewrite 
the equation of motion 

p = - v X H 
c 

in another form, by substituting for the momentum 

where £ is the energy of the particle, which is constant in the magnetic 
field. The equation of motion then goes over into the form 

^ = = ^ ν Χ Η (48.1) 
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χ 
where 

r = = = ^ (48.6) 
ω ecH eH 

(Pt is the projection of the momentum on the xy plane). F rom the 
third equation (48.2), we find = Vq^ and 

ζ = zo + vozt. (48.7) 

F rom (48.5) and (48.7), it is clear that the charge moves in a uniform 
magnetic field along a helix having its axis along the direction of the 
magnetic field and with a radius r given by (48.6). The velocity of the 
particle is constant. In the special case where Vq^ = 0, that is, the 
charge has no velocity component along the field, it moves along a 
circle in a plane perpendicular to the field. 

The quantity ω, as we see from the formulae, is the angular frequency 
of rotation of the particle in the plane perpendicular to the field. 

so that 

where α is a complex constant. This can be written in the form a = 
~ ^o/^"^ ' where Vq^ and α are real. Then 

Vx + iVy = νοίΟ-'^""*·^""^ 

and, separating real and imaginary parts, we find 

Vx = Vot cos (ω /+α) , Vy = —v^t sin (ωί-(-α). (48.4) 

The constants Vq^ and α are determined by the initial condi t ions; α is 

the initial phase, and from (48.4) it is clear that 

that is, is the velocity of the particle in the xy plane, and stays 

constant throughout the motion. 

From (48.4) we find, integrating once more, 

= ;^o+r sin (ω /+α) , y = ^'ο+'* cos (ω ί+α) , (48.5) 
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P R O B L E M S 

PROBLEM 1. Find the adiabatic invariant for the motion of a charge in a uniform 
magnetic field whose magnitude and direction vary slowly with time. 

SOLUTION. Since the motion in the plane perpendicular to the magnetic field is 
periodic, the adiabatic invariant is the integral (cf. §32) 

taken over a complete period of the motion, i.e. over the circumference of a circle 
in the present case (P, is the projection of the generalised momentum on the plane 
perpendicular to H). Substituting P, = p,-|-(e/c)A, we have 

1 
2π J 

/ = - ; ^ ψ p , . d l + ^ φ A . d l . 
2nc 

In the first term we note that p, is constant in magnitude and directed along dl; 
we apply Stokes' theorem to the second term and write curl A = H : 

where r is the radius of the orbit. Substituting the expression (48.6) for r, we find 

3cpf 
/ = 2eH ' 

From this we see that, for slow variation of H, the transverse momentum pt varies 
proportionally to Λ/Η, 

PROBLEM 2. Determine the frequencies of vibration of a charged space oscillator, 
placed in a constant, uniform magnetic field; the eigenfrequency of vibration of the 
oscillator (in the absence of the field) is ωο. 

SOLUTION. The equations of forced vibration of the oscillator in a magnetic field 
(directed along the ζ axis) are 

χ+ωΐχ = A y-l·ωly = -^^x, ζ+ωΐζ = 0. 
mc mc 

If the velocity of the particle is low, then we can approximately put 
¿ = mc^. Then the frequency ω is changed to 

ω = — . (48.8) 
mc 
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Imc 

If the field Hh weak, this formula goes over into 

ω = WQ + eH/lmc. 

The vibration along the direction of the field remains unchanged. 

§49. Motion of a charge in crossed fields 

Finally we consider the motion of a charge in the case where there 
are present both electric and magnetic fields, constant and uniform. 
We hmit ourselves to the non-relativistic case, where the velocity of the 
charge ν <^c,so that its momentum ρ = mv; as we shall see later, it is 
necessary for this that the electric field be small compared whh the 
magnetic field. 

We choose the direction of Η as the ζ axis, and the plane passing 
through Η and Ε as the yz plane. Then the equation of motion 

mv = eE-f — v X H 
c 

can be written in the form 

e e 
mx = — yH, my = eEy — -^ xH, mz = eE^. (49.1) 

From the third equation we see that the charge moves with uniform 
acceleration in the ζ direction, that is, 

z = (49.2) 

Multiplying the second equation by i and adding to the first, we find 

" mc 

where I = Λ:+/>. From this we fi^d that the frequencies of vibration of the oscillator 
in a plane perpendicular to the field are 
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át 

(ω = eH/mc), The integral of this equation is equal to the sum of the 
integral of the same equation without the right-hand term and a 
particular integral of the equation with the right-hand term. The first 
of these is αe"''"^ the second is eEyjmw = cEy/H. Thus 

x+iy = aQ-i^^'+cEy/H, 

The constant a is in general Complex. Writing it in the form a = ¿e'*, 
with real b and a, we see that, since a is multiphed by e"'""', we can, 
by a suitable choice of the time origin, give the phase α any arbitrary 
value. We choose this so that a is real. Then breaking up x-hiy into 
real and imaginary parts, we find 

X = a cos ωt+cEy/H, j = — Λ sin ωt. (49.3) 

At / = 0 the velocity is along the χ axis. We see that the components 
of the velocity of the particle are periodic functions of the t ime; their 
average values are 

Vx = cEy/H, Vy = 0. (49.4) 

This average velocity of a charge in crossed electric and magnetic 
fields is often called the electromagnetic drift velocity. Its direction is 
perpendicular to both fields and is independent of the sign of the 
charge. 

All the formulae of this section assume that the velocity of the 
particle is small compared with the velocity of light; we see that, for 
this to be so, it is necessary in particular that the electric and magnetic 
fields satisfy the condition 

EylH«U (49.5) 

while the absolute magnitudes of Ey and Η can be arbitrary. 
Integrating equation (49.3) again, and choosing the constant of 

Multiplying the second equation (49.1) by / and adding to the first, 
we find 

d e 
(χ+Ιγ)+Ιω(χ-{-Ιγ) = i—Ey 
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Fio. 29 

absolute value than the quantity cEy/H, the projection of the trajectory 
on the xy plane has the forms shown in Figs. 29a and 29b, respectively. 

lfa= -cEy/H, then (49.6) becomes 

x = ^{ωt-smωtχ 

y = 
_ CEy 

(49.7) 

ωΗ 
(1 - cosco í ) ; 

that is, the projection of the trajectory on the xy plane is a cycloid 
(Fig. 29c). 

integration so that at / = 0, χ = j = 0, we obtain 

X = — smωt+--^t; y =— (cosmt-l), (49.6) 
0) ri CO 

Considered as parametric equations of a curve, these equations 
define a trochoid. Depending on whether a is larger or smaller in 
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§50. The electromagnetic field tensor 

Formulae (44.3), (44.4), expressing the field intensities in terms of the 
potentials, are written in three-dimensional form and are therefore 
not suitable for getting the law of transformation of these quantities 
under a change of reference frame. 

It is easy to see that the set of components of the two three-dimen­
sional vectors Ε and Η can be described as the components of an 
antisymmetric four-tensor: 

(called the electromagnetic field tensor). The meaning of the individual 
components can be seen by substituting the values Αμ = { φ , - A ) in 
the definition (50.1). The result can be written in the form of a matrix 
in which the index ^ = 0, 1, 2, 3 labels the rows, and the index ν the 
columns: 

( 0 Ex 

The contravariant components of the same tensor have a sign change 
whenever a spatial index is raised: 

0 -Ey - E , \ 

0 - H , Hy 

iEy 0 
\E, -Hy 0 / 

(50.3) 

We note that the equations of motion of a charge in the field can be 
written, using the tensor F„,, in the form 

^ = - J F - „ , . (50.4) 
as c 
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l - (F2 /c2 ) 
FOi + _ l - F ' i o + - l - ( i r O i ^ ^ a o ) l ^ 

cr c I 

But since in the present case the tensor f i s antisymmetric, F'^^ = 

Now expressing the components of the tensor F^" in terms of the 
components of the fields Ε and Η according to (50.3), we find the 
following transformation formulae for the electric field: 

__ K + {VH'Jc) K-{VKIc) 

and for the magnetic field: 

Writing out the expressions on both sides of the equation using the 
three-dimensional notation (40.2), (40.5), and (50.3) (and substituting 
as = cat y/[\-{v^¡c'^% we see that for = 1, 2, 3 we get the three 
components of the vector equation (44.6), while for ^ = 0 we find 
the work equation (44.7). 

The transformation formulae for the fields Ε and Η can now be 
found using the general rules for transformation of four-tensors. The 
components of the four-tensor of rank two F^^ transform like a product 
of coordinates >fx*. Under the Lorentz transformation (36.3) the 
coordinates =^ y and = ζ do not change, so the component F^^ 
does not change: 

For the same reason, the components F^^, F^^ and F'^\ F^^ transform 
respectively hke the coordinates xf^ = ct and x^ = x\ 

Vli-(^/^)]' V[l"(^/^)] 

and similarly for f ^ , F^^, Finally, the component F^^ should transform 
hke the product xPx^\ one would then get 
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§51. Invariants of the field 

From the electric and magnetic field intensities we can form invariant 
quantities, which remain unchanged in the transition from one inertial 
frame of reference to another. 

We obtain such a quantity by forming the four-dimensional scalar 
Ρμ^^", Writing it out in three-dimensional notation, we find that 
Ρμ^""" = 2 ( 7 / 2 - ^ 2 ) xhus one of the required invariants is the 
quantity 

/ / 2 _ £ 2 3 3 invariant. (51.1) 

By a direct check using formulae (50.5), (50.6) one easily verifies 
that the sum Ε^^+Ε^Η^+Ε^Η^ is left unchanged by a Lorentz 

Thus the electric and magnetic fields, like the majority of physical 
quantities, are relative; that is, their properties are different in different 
reference frames. In particular, the electric or the magnetic field can be 
equal to zero in one reference frame and at the same time be present 
in another frame. 

If the magnetic field H ' = 0 in the frame Κ', then, on the basis of 
(50.5) and (50.6), the following relation exists between the electric 
and magnetic fields in the frame K\ 

Η = - V x E . (50.7) 
c 

If, in the frame Κ', E ' = 0, then in the frame Κ 

Ε - - ί V X H . (50.8) 
c 

Consequently, in both cases, in the frame Κ the magnetic and electric 
fields are mutually perpendicular. These formulae also have a signific­
ance when used in the reverse direction: if the fields Ε and Η are 
mutually perpendicular (but not equal in magnitude) in some reference 
frame K, then there exists a reference frame K' in which the field is 
purely electric or purely magnetic. 
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transformation Thus 
E - H = invariant. (51.2) 

There is, however, a fundamental difference between these two 
invariants with respect to their behaviour under reflection (inversion) 
of the spatial coordinate system (simultaneous change of sign of 
X, 7, z ) . We recall that under such a transformation the components of 
a true (polar) vector change sign. But the components of a vector 
that can be written as the vector product of two polar vectors remain 
unchanged under inversion (such vectors are said to be axial). The 
scalar product of two axial or two polar vectors is a true scalar—^it is 
not changed by inversion. The scalar product of an axial and a polar 
vector is a pseudoscalar—^it changes sign under inversion. 

But according to the definition (44.3), (44.4), Ε is a polar vector 
while Η is an axial vector (the vector product of the polar vectors 
V and A). It is then clear that H^-E^ is a true scalar, while Ε · Η is a 
pseudoscalar (while its square (E -H)^ will be a true scalar). 

We note some consequences of the invariance of the expressions 
(51.1), (51.2). If in some frame of reference the fields Ε and Η are equal 
in magnitude (E^ = H% then they are equal in magnitude in every 
other inertial reference frame. If the fields Ε and Η are perpendicular 
in some reference frame ( Ε · Η = 0), then they are also perpendicular 
in every other frame. 

If E - H = 0, we can find a frame of reference in which either 
Ε = 0 or Η = 0 (depending on whether £ ^ - ^ 2 < o or > 0), i.e. the 
field is purely magnetic or purely electric. Conversely, if in some 
reference frame Ε = 0 or Η = 0, then they will be perpendicular in 
every other frame, in accordance with our remarks at the end of the 
preceding section. 

An exceptional case occurs when both invariants are zero: E - H = 0 
and E^—H^ = 0. In this case Ε and Η are equal in magnitude and 
mutually perpendicular in every frame of reference. 



C H A P T E R 11 

THE E L E C T R O M A G N E T I C FIELD 
EQUATIONS 

§52. The first pair of Maxwell 's equations 

From the expressions 
1 8A 

Η = curl A, Ε = ^ grad φ 
c ct 

it is easy to obtain equations containing only Ε and H . To do this we 
find curl Ε : 

curl Ε = - - ^ ' ^ curl A - curl grad φ. 
c dt 

But the curl of any gradient is zero. Consequently, 
1 7\JJ 

curl Ε = (52.1) 
c ot 

Taking the divergence of both sides of the equation curl A = H , and 
recalhng that div curl = 0, we find 

div Η = 0. (52.2) 

The equations (52.1) and (52.2) are called the first pair of MaxweWs 
equations.^ We note that these two equations still do not completely 

t Maxwell's equations (the fundamental equations of electrodynamics) were 
first formulated by him in the 1860's. 

173 
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( l ) E . d l = 
c dt 

H-df. (52.4) 

The integral of a vector over a closed contour is called the circulation 
of the vector around the contour. The circulation of the electric field 
is also called the electromotive force in the given contour. Thus the 
electromotive force in any contour is equal to minus the time derivative 
of the magnetic flux through a surface bounded by this contour. 

§53. The action function of the electromagnetic field 

The action function S for the whole system, consisting of an electro­
magnetic field as well as the particles located in it, must consist of three 
parts : 

S=Sf+Sn, + S^f. (53.1) 

determine the properties of the field. This is clear from the fact that 
they determine the change of the magnetic field with time (the derivative 
ΘΗ/δΟ, but do not determine the derivative dE/dt, 

Equations (52.1) and (52.2) can be written in integral form. Accord­
ing to Gauss' theorem 

J d i v H d F = ^H.df, 

where the integral on the right goes over the entire closed surface 
surrounding the volume over which the integral on the left is extended. 
On the basis of (52.2), we have 

^ H - d f = 0. (52.3) 

The integral of a vector over a surface is called the flux of the vector 
through the surface. Thus the fiux of the magnetic field through every 
closed surface is zero. 

According to Stokes' theorem, 

JcurlE-df = ^E-dl , 

where the integral on the right is taken over the closed contour bound­
ing the surface over which the integral on the left is taken. From (52.1) 
we find, integrating both sides over any surface, 
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Αμάχ^'. (53.3) 

In each term of this sum, A^ is the potential of the field at that point of 
space-time at which the corresponding particle is located. The sum 
S^+S^f is already famihar to us as the action (43.1) for charges in 
a field. 

Finally is tha t par t of the action which depends only on the 
properties of the field itself, that is, Sf is the action for a field in the 
absence of charges. U p to now, because we were interested only in the 
motion of charges in a given electromagnetic field, the quantity 5 / , 
which does not depend on the particles, did not concern us, since this 
term cannot affect the motion of the particles. Nevertheless this term 
is necessary when we want to find equations determining the field 
itself. This corresponds to the fact that from the parts S^+S^^^ of the 
action we found only two equations for the field, (52.1) and (52.2), 
which are not sufficient for complete determination of the field. 

To establish the form of the action 5} for the field, we start from the 
following very important property of electromagnetic fields. As experi­
ment shows, the electromagnetic field satisfies the principle of super­
position. This principle consists in the statement that the field produced 
by a system of charges is the result of a simple composition of the 
fields produced by each of the charges individually. This means that 
the resuhant field intensity at each point is equal to the vector sum of 
the individual field intensities at tha t point. 

is that part of the action which depends only on the properties 
of the particles, that is, just the action for free particles. For a single 
free particle, it is given by (39.1). If there are several particles, then 
their total action is the sum of the actions for each of the individual 
particles. Thus, 

S,, = -Y^mc]ás. (53.2) 

The quantity S^f is that par t of the action which depends on the 
interaction between the particles and the field. According to §43, we 
have for a system of particles 
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t The function in the integrand of Sf must not include derivatives of 
since the Lagrangian can contain, aside from the coordinates, only their first time 
derivatives; the role of "coordinates" (i.e., parameters to be varied in the principle 
of least action) is in this case played by the field potentials Αμ\ this is analogous to 
the situation in mechanics where the Lagrangian of a mechanical system contains 
only the coordinates of the particles and their first time derivatives. 

Every solution of the field equations gives a field that can exist in 
nature. According to the principle of superposition, the sum of any 
such fields must be a field that can exist in nature, that is, must satisfy 
the field equations. 

As is well known, linear differential equations have just this prop­
erty, that the sum of any solutions is also a solution. Consequently 
the field equations must be hnear differential equations. 

F rom the above discussion, it follows that under the integral sign 
in the expression for the action Sf there must stand an expression 
quadratic in the field. Only in this case will the field equations be 
linear; the field equations are obtained by varying the action, and in 
the variation the degree of the integrand decreases by unity. 

The potentials cannot enter into the expression for the action .S}, 
since they are not uniquely determined (in S^f this lack of uniqueness 
was not important). Therefore »Sy must be the integral of some function 
of the electromagnetic field tensor F^^. But the action must be a scalar 
and must therefore be the integral of some (true) scalar. The only such 
quantity is the product F^^^\^ 

Thus Sf must have the form 

Sf = j J j F ^ ^ d K d / , áV^áxáyáz, 

where the integral extends over all space and over the time between 
two given moments ; a is some constant. Under the integral stands 
Εμ^Ε'"" = lilP-E^y The field Ε contains the derivative ΘΑ/θΓ, but 
it is easy to see that (dA/dty must appear in the action with the positive 
sign (and therefore E^ must have a positive sign). For if (dA/dt)^ 
appeared in 5^ with a minus sign, then sufficiently rapid change of the 
potential with time (in the time interval under consideration) could 
always make Sf SL negative quantity with arbitrarily large absolute 
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value. Consequently Sf could not have a minimum, as is required by 
the principle of least action. Thus, a must be negative. 

The numerical value oía depends on the choice of units for measure­
ment of the field. We note that , after the choice of a definite value for a 
and for the units of measurement of the field, the units for measure­
ment of all other electromagnetic quantities are determined. From 
now on we shall use the Gaussian system of units; in this system α is a 
dimensionless quantity, equal to - ( l / 1 6 j r ) . 

Thus the action for the field has the form 

1 
16jrc 

iV^^"άΩ, άΩ = cat dx dy dz. (53.4) 

In three-dimensional form: 

1 

In other words, the Lagrangian for the field is 

1 
8π (E^-m)dV. 

(53.5) 

(53.6) 

The action for field plus charges has the form 

16πο 
Ε^'^άΩ. (53.7) 

We note that now the charges are no longer assumed to be small, 
as in the derivation of the equation of motion of a charge in a given 
field. Therefore and F^, refer to the actual field, tha t is, the external 
field plus the field produced by the charges themselves; and F^^ now 
depend on the positions and velocities of the charges. 

§54. The current four-vector 

Instead of treating charges as points, for mathematical convenience 
we frequently consider them to be distributed continuously in space. 
Then we can introduce the charge density ρ such that ρ dV is the charge 
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t The (5-function δ{χ) is defined as follows: ö{x) = 0, for all non-zero values of 
for X = 0, 0(0) = oo, in such a way that the integral 

J δ{χ)άχ=\. (I) 
— o o 

From this definition there result the following properties: iíRx) is any continuous 
function, then 

J Αχ)δ{χ-α)άχ=^Κα\ (II) 

and in particular. 

J Kx)d{x)áx=f{0). ( I I I ) 

(The limits of integration, of course, need not be ± o o ; the range of integration 
can be arbitrary, provided that it includes the point at which the ó-function does not 
vanish.) 

We also have 

ö(-x) = d{x), δ{αχ) = δ(χ), (IV) 

in the sense that both sides give the same result when they appear as a factor in an 
integrand. 

In the same way as δ{χ) was defined for one variable x, we can introduce a 
three-dimensional ó-function, (5(r), equal to zero everywhere except at the origin 
of the three-dimensional coordinate system, and whose integral over all space is 
unity. As such a function we can use the product δ{χ) δ(γ) δ(ζ). 

contained in the volume áV. The density ρ is in general a function of 
the coordinates and the time. The integral of ρ over a certain volume 
is the charge contained in that volume. 

Here we must remember that charges are actually point-like, so that 
the density ρ is zero everywhere except at points where charges are 
located, and the integral J ρ d F must be equal to the sum of the charges 
contained in the given volume. Therefore ρ can be expressed with the 
help of the á-function^ in the following form: 

Q=Y^e^r-ra) (54.1) 
a 

where the sum goes over all the charges and is the position vector of 
the charge e^. 
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dx"" . . . . ^ 1 
A^r dQ. 

The charge of a particle is, from its very definition, an invariant 
quantity, that is, it does not depend on the choice of reference frame. 
On the other hand, the density ρ is not an invariant—only the product 
ρ áV is invariant. 

Multiplying the equality áe = ρ d F on both sides by dx^, we have 

áeáx^ = QáVdx^ = ρ d F d r ^ ^ - . 

On the left stands a four-vector (since de is a scalar and dx^ is a four-
vector). This means that the right-hand side must be a four-vector. 
But dV dt is a scalar, and so Q(dx^/dt) is a four-vector. This vector 
(we denote it by j^) is called the current four-vector: 

dx^ 
r - Q ^ - (54-2) 

The three space components of this vector form a vector in ordinary 
space, 

i = ρν, (54.3) 

where ν is the velocity of the charge at the given point. The vector j is 
called the current density vector. The time component of the current 
four-vector is eg. Thus 

Γ = (ορ,ί). (54.4) 

Let us introduce the current four-vector into the expression (53.7) 
for the action and transform the second term in that expression. 
Introducing in place of the point charges e a continuous distribution 
of charge with density ρ, we must write this term as 

^ ^ QA^dx^dK 

replacing the sum over the charges by an integral over the whole 
volume. We rewrite it in the form 
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^ 1 mcás ^ 
1 

\6nc 
Εμ,Ε^^'άίΙ. (54.5) 

§55. The equation of continuity 

The change with time of the charge contained in a certain volume 
is determined by the derivative 

8 
dt 

qáV. 

On the other hand, the change in unit time is determined by the 
quantity of charge which in unit time leaves the volume and goes to 
the outside or, conversely, passes to its interior. The quantity of 
charge which passes in unit time though the element df of the surface 
bounding the volume is equal to ρν-df, where ν is the velocity of the 
charge at the point in space where the element df is located. The vector 
df is directed, as always, along the external normal to the surface, that 
is, along the normal toward the outside of the volume under considera­
tion. Therefore ρv·df = j - d f is positive if charge leaves the volume, 
and negative if charge enters the volume. The total amount of charge 
leaving the given volume per unit time is consequently ^ i*df, where 
the integral extends over the whole of the closed surface bounding the 
volume. 

From the equality of these two expressions, we get 

^ ^qáV= -iyáí. dt 
(55.1) 

The minus sign appears on the right, since the left-hand side is positive 
if the total charge in the given volume increases. This equation is the 
equation of continuity, expressing the conservation of charge, in 
integral form. 

We also write this equation in differential form. To do this we 
apply Gauss ' theorem to the right-hand side of (55.1): 

^j . d f = J d i v j d K , 

Thus the total action S takes the form 
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( d i v j - f - ^ j d F = 0 . 

Since this must hold for integration over an arbitrary volume, the 
integrand must be zero: 

div j+l l = 0 . (55.2) 

This is the equation of continuity in differential form. 
It is easy to check that the expression (54.1) for ρ in ó-function form 

necessarily satisfies the equation of continuity. For simphcity we 
assume that we have only one charge, so that 

ρ = e á ( r - r o ) . 
The current j is then 

j = ^ ν δ ( Γ - Γ ο ) , 

where ν is the velocity of the charge. We determine the derivative dg/dt. 
During the motion of the charge its coordinates change, that is, the 
vector Γο changes. Therefore 

θρ θρ ΘΓΟ 

"äif" ~" ΘΓΟ̂  ' " θ Γ * 

But 9ΓΟ/9/ is just the velocity ν of the charge. Furthermore, since ρ is 
a function of r — Γ Ο , 

θρ _ 9ρ 
ΘΓΟ ΘΓ 

Consequently 
θρ 
6/ 

= — v · g r a d ρ = — div(ρv) 

(the velocity ν of the charge of course does not depend on r). Thus 
we arrive at the equation (55.2). 

In four-dimensional form the continuity equation (55.2) is expressed 
by the statement that the four-divergence of the current four-vector 
is zero: 

and find 
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§56. The second pair of Maxwell's equations 

In finding the field equations from the principle of least action, we 
must assume the motion of the charges to be given and vary only the 
potentials of the field, which here play the role of "generahsed coordi­
nates" of the system. (In finding the equations of motion of a particle 
we did the opposite, assuming the field to be given and varying the 
path of the particle.) This derivation is conveniently done in four-
dimensional form. 

According to the above remarks the variation of the first term in 
(54.5) is now zero, and we must not vary the current in the second 
term. Thus, 

C 
αΩ = 0 

(where we have used the fact that F'^'bF^, = F^,ÖF'"' in varying the 
second term). Substituting 

6 ^ , BA^ 
F.„ = 

in the factor öF^^, we have 

C dx' 
dii. 

In the second term we interchange the dummy indices μ and v, and 
also replace F*" by —F''". After this the second and third terms are 
identical, so that 

c 

We also write 

1 
-jnA^----F^* d ü . 

and, applying the four-dimensional form of Gauss ' theorem (38.9) 
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to the integral of the first term, we find 

183 

c + 
1 dF^' 

4π dx' ^ 4nc 
Ε^'δΑμάΞ,. (56.1) 

In the last term we must take the values at the limits of integration. 
The hmits for the spatial coordinates are at infinity, where the field 
is zero. At the Hmits of the time integration, that is, at the given 
initial and final time values, the variation of the potentials is zero, 
since in accordance with the principle of least action the potentials 
are given at these times. Thus the last term in (56.1) is zero, and we 
find 

Since the variations δΑ^ are arbitrary, the quantity in parentheses 
must be zero: 

8F^ ' 4π 
(56.2) 

Let us express these four (^ = 0 ,1 ,2 ,3 ) equations in three-dimen­
sional form. For μ = \, 

Qpn Qfl2 9/Γ13 1 QflO 
- + dz ~^ c dt dx ' dy 

Substituting the values of the components of we find 

dHi dHy 
dz 

1 dE, 
c dt 

4π . 

This together with the two succeeding equations (μ = 2, 3) can be 
written as one vector equat ion: 

1 άττ 
(56.3) c u r l H = ^ + — J . 

c dt c 

Finally, the fourth equation (μ = 0) gives 

div Ε = 4πρ. (56.4) 
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Equations (56.3) and (56.4) are the second pair of Maxwell's equa­
tions.^ Together with the first pair of Maxwell's equations they com­
pletely determine the electromagnetic field, and are the fundamental 
equations of the theory of such fields, i.e. of electrodynamics. 

Let us write these equations in integral form. Integrating (56.4) 
over a volume and applying Gauss ' theorem 

we get 
J d i v E d K = (f E.df, 

^ E - d f - An^qáV. (56.5) 

Thus the flux of the electric field through a closed surface is equal to 
An times the total charge contained in the volume bounded by the 
surface. 

Integrating (56.3) over an open surface and applying Stokes' the­
orem 

J c u r l H - d f = ^ H - d l , 

we find 

The quantity 

1 8 

c dt 
E-df-f 

4π 
j d f . 

1 BE 
4π dt 

(56.6) 

(56.7) 

is called the displacement current. From (56.6) written in the form 

1 dE) 
i H . d l ^ ' ; ^ / . 1 ΘΕ\ 

y^Andij 
•df. 

we see that the circulation of the magnetic field around any contour 
is equal to 47t/c times the sum of the true current and displacement 
current passing through a surface bounded by this contour. 

t Maxwell's equations in a form applicable to point charges in the electro­
magnetic field in vacuum were formulated by Lorentz. 
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§57. Energy density and energy flux 

Let us muhiply both sides of (56.3) by Ε and both sides of (52.1) 
by Η and subtract the resultant equations. Then we get 

1 E . ^ + - I H . - ^ = - ^ j . E - ( H . c u r l E - E . c u r l H ) . 
c dt c dt c ^ ^ ^ 

Using the well-known formula of vector analysis, 

d iv (aXb) = b-curl a - a - c u r l b, 

we rewrite this relation in the form 

^ ^ ( £ 2 + / / 2 ) = - i . E - d i v ( E X H ) 
2c dt 

or 

The vector 

S = - ^ E X H (57.2) 

is called the Poynting vector. 
We integrate (57.1) over a volume and apply Gauss ' theorem to the 

second term on the right. Then we obtain 

E 
8 / oTl 

j . E d F - ( t S - d f . (57.3) 

From Maxwell's equations we can obtain the already famihar 
continuity equation. Taking the divergence of both sides of (56.3), we 
find 

div curl Η = — J- div E4- ^ div j . 
c dt c * 

But div curl Η = 0 and div Ε = 4πρ, according to (56.4). Thus we 
arrive once more at equation (55.2). 
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Then (57.3) becomes 

d_ 
dt 

{j—3 ;^dK+X¿kin} = 0. (57.4) 

Thus for the closed system consisting of the electromagnetic field 
and particles present in it, the quantity in braces in this equation is 
conserved. The second term in this expression is the kinetic energy 
(including the rest energy of all the particles; see the footnote on p. 157); 
the first term is consequently the energy of the field itself We can 
therefore call the quantity 

W = ^ ^ (57.5) 

the energy density of the electromagnetic field; it is the energy per 
unit volume of the field. 

If we integrate over a finite volume, the surface integral in (57.3) 
generally does not vanish, so that we can write the equation in the 
form 

ijJT '̂̂ ^+S^ -̂fs.df, (57.6) 

where now the second term in the braces is summed only over the 
particles present in the volume under consideration. On the left 
stands the change in the total energy of field and particles per unit 
time. Therefore the integral Is-df must be interpreted as the flux 
of field energy across the surface bounding the given volume, so that 
the Poynting vector S is this flux density—the amount of field energy 
passing through unit area of the surface in unit time. 

If the integral extends over all space, then the surface integral 
vanishes (the field is zero at infinity). Furthermore, we can express 
the integral J j-E d F as a sum Ze\-E over all the charges, and sub­
stitute from (44.7) 
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§58. Momentum density and momentum flux 

In addition to energy, the electromagnetic field also possesses 
momentum, distributed in space with a definite density. The express­
ion for this density in terms of the field strengths can be found by a 
derivation similar to the one in the preceding section. 

Let us calculate the time derivative of the integral 

^ E X H d F . 

Carrying out the diflerentiation under the integral sign and replacing 
the derivatives dE/dt and dH/dt by using Maxwell's equations, we get 

9̂  
dt 4nc 4nc 

1̂  
4π 

Ex4? dV+- ̂  dt 4nc 

J E X c u r l E + H X c u r l H J d F - | 
1 1 r 

j X H d F . 

In the first integral we transform the integrand by using the formula 
from vector analysis 

V(a-b) = aXcur lb+bXcur la -h(a .v )b -h (b .v )a , 

according to which we have 

EX curl Ε = | - v £ 2 - ( E . v ) E . 
We also write 

( E . v ) E = ( v E ) E - E ( v E ) , 

where, in the term (v*E)E,i t is assumed that the operator ν acts on 
both of the factors that follow it. Finally, noting that, according to 
Maxwell's equation (56.4), ν · Ε = div Ε = 4πρ, we write 

E X c u r l E = ^νΕ^-(^Έ)Ε-{-4πρΕ. 

The product Η X curl Η is transformed similarly, but since div Η = 0, 

H X c u r l H = | v i / 2 _ ( v . H ) H . 
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dt 
Γ Ε Χ Η 

4π€ Απ 
1 v(E^+m) - ( V · Ε ) Ε - ( ν · Η ) Η 

1 
dV. 

§58 

dV-

(58.1) 

In the first integral the operator ν acts on all terms following it in 
the integrand. According to vector analysis (the general formulation 
of Gauss ' theorem), this integral is transformed into a surface integral 
by writing the surface element df in place of the operator dF« v . In the 
second integral, in which the charge density and current appear, we 
change to the discrete form in terms of a sum over the point charges 
located within the given volume. As a result, (58.1) is rewritten in 
the form 

6̂  
8i 

f E X H 
4nc 

dV= - (j) í - Í ( £ 2 + / / * ) d f - E ( E . d f ) - H ( H . d f ) 

4π 1 2 - Z ^ ( E + | V X H ) (58.2) 

If the integral is extended over all space, the integral over the 
(infinitely distant) surface vanishes. The expression under the sum­
mation sign in (58.2) is the force acting on the charge. According to 
the equation of motion (44.5) it can be replaced by the derivative dp/d/ 
of the momentum of the particle. Then (58.2) can be written in the 
form 

_8 
dt 

Γ Ε Χ Η 
4nc 

dF+Xp} = 0. (58.3) 

It is obviously a statement of the law of conservation of the total 
momentum of the system of particles plus field. The first term in the 
braces is thus the momentum of the electromagnetic field, while the 
integrand in it can be regarded as the momentum density; we denote 
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1 
Απ 

In expanded form its components are 

i ( E H / / % ^ - £ Ä - / / Ä J . (58.5) 

Oxy = —^(ExEy-hHxHy) 

etc. 
The integrand in the surface integral in (58.2) is a vector; using the 

tensor (58.5), we can write its iih component as cr.̂  dy¿. Thus the vector 
equation of momentum conservation (58.2), when written in this 
compact form, is 

piem) A j = -j>(yt, dfk. (58.6) 6/ 

We then see that the integral on the right-hand side represents the 
flux of field momentum out of the volume. The product o*̂ .̂  dy¡̂  is the 
flux of momentum through the surface element df. By definition, the 
vector df is directed along the external normal to the surface. If we 
denote the unit normal vector by N, then df = Ν d/, and 

(^ik áfk = OikN/c df; 

we see that the vector with components %ΛΓ^ is the momentum flux 

it by P '̂'">: 
F^em) = EXH/47rc = S/c2. (58.4) 

We point out that (except for a factor 1 /c^) the momentum density 
coincides with the flux density of the field energy. 

But if the integration on the left-hand side of (58.2) is extended 
over some finite volume of field, the surface integral is not equal to 
zero. We write it in a more compact form, introducing the three-
dimensional tensor 
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(58.7) 

The tensor % is called the Maxwell stress tensor. According to our 
discussion, the component cr.^ is the flux density of the iih component 
of the momentum in the direction of the x^ axis. We note that the 
stress tensor, as we see from (58.5), is symmetric (c.̂ ^ = σ^̂ ,). 

density in the direction N, i.e. the flux through unit area perpendicular 
to N. Substituting for % ^ o m (58.5), we find that this vector is 
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C O N S T A N T E L E C T R O M A G N E T I C 
F I E L D S 

§59. Coulomb's law 

For a constant electric {electrostatic) field, Maxwell's equations 
have the form 

d i v E = 47rρ, (59.1) 

cu r lE = 0. (59.2) 

The electric field Ε is expressed in terms of the scalar potential alone 
by the relation 

Ε = - grad ψ. (59.3) 

Substituting (59.3) in (59.1), we get the equation which is satisfied 
by the potential of a constant electric field: 

Αφ = -47τρ. (59.4) 

This equation is called PoissorCs equation. In vacuum, i.e., for ρ = 0, 
the potential satisfies Laplace's equation 

Αφ = 0. (59.5) 

F rom the last equation it follows, in particular, that the potential 
of the electric field can nowhere have a maximum or a minimum. For 
in order that φ have an extreme value, it would be necessary that the 
first derivatives of φ with respect to the coordinates be zero, and that 

1 9 1 
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Φ = -^áV, (59.9) 

where R is the distance from the volume element áV to the given field 
point. 

the second derivatives dmdx\ dmdy\ δ^φ/θζ^ all have the same sign. 
The last is impossible, since in that case (59.5) could not be satisfied. 

We now determine the field produced by a point charge. From 
symmetry considerations, it is clear that it is directed along the radius-
vector from the point at which the charge e is located. F rom the same 
considerations it is clear that the value Ε of the field depends only on 
the distance R from the charge. To find this absolute value, we apply 
equation (59.1) in the integral form (56.5). The flux of the electric 
field through a spherical surface of radius R circumscribed around 
the charge e is equal to AnR^E; this flux must equal 4ne. F rom this 
we get 

Ε = elR\ 
In vector notation, 

Ε = eJilR\ (59.6) 

Thus the field produced by a point charge is inversely proportional to 
the square ofthe distance from the charge. This is Coulomb's law. The 
potential of this field is, clearly, 

φ = e/R. (59.7) 

If we have a system of charges, then the field produced by this 
system is equal, according to the principle of superposition, to the 
sum of the fields produced by each of the charges individually. In 
particular, the potential of such a field is 

Φ = Σ^' (59.8) 

where R^ is the distance from the charge e^ to the point at which we 
are determining the potential. If we introduce the charge density ρ, 
this formula takes on the form 
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§60. Electrostatic energy of charges 

Let us determine the potential energy of a system of charges. We 
start from the energy of the field, that is, from the expression (57.5) 
for the energy density. The energy of the system of charges must 
be equal to 

1 r 
E^dV, 

where Ε is the field produced by these charges, and the integral goes 
over all space. Substituting Ε = - g r a d φ, U can be changed to the 
following form: 

8π 
E-grad<)!)dF= - / -

07t 
d i v ( E 0 ) d F 4 - ( / ) d i v E d F . 

According to Gauss ' theorem, the first integral is equal to the integral 
of Εφ over the surface bounding the volume of integration, but since 
the integral is taken over all space and since the field is zero at infinity, 
this integral vanishes. Substituting in the second integral div Ε = 4πρ, 
we find the following expression for the energy of a system of charges: 

U = ijρφdV. (60.1) 

For a system of point charges, e^, we can write in place of the integral 
a sum over the charges 

υ=^Σ^αΦα, (60.2) 

where φ„ is the potential of the field produced by all the charges, at 
the point where the charge e^ is located. 

We note a mathematical relation which is obtained from (59.4) by 
substituting the values of Q and φ for a point charge, i.e. Q = ed(R) 
and φ = e/R. We then find 

Ail/R) = -4πδ{Κ), (59.10) 
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b "^Rab' 

where R^f, is the distance between the charges e^, e^,. For a system of 
point charges, this expression contains an infinite term coming from 
the potential of the self-field of the charge e^ (the term of the sum 
with ¿ = a, in which i?^^ = 0). Accordingly, there is an infinite con­
stant in the energy (60.2), which is independent of the separation of 
the charges. This part of the energy—the self-energy of the charges—^is 
physically meaningless (see below) and should be dropped. There then 
remains only the interaction energy of the charges that depends on 
their separations. It is equal to 

υ'=γΣ^αΦα. (60.3) 
a 

where 

Φα= Σ-^ (60-4) 

is the potential at the point of location of e^, produced by all the charges 
other than e^. In other words, we can write 

υ' = \Σψ-· (60.5) 

In particular, the energy of interaction of two charges is 

U' = ^ . (60.6) 

Let us look at the infinite self-energy of an elementary charged 
particle that was mentioned above. It arose as a result of considering 
the particles to be points. But such a treatment is unavoidable in 
classical (non-quantum) relativistic theory because of the fundamental 
principles of the theory of relativity. For, when in classical theory we 
speak of an elementary particle, we mean a particle whose mechanical 
state is completely described by giving its coordinates and its velocity 
of motion as a whole. If such a particle were extended, then it would, 
in any case, have to be regarded as an absolutely rigid body (i.e. a 

According to formula (59.8), the potentials are equal to 
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t Quantum effects begin to be important at distances of order himc, where h 
is Planck's constant. 

body incapable of deformation), since the very concept of deformation 
is related to the possibiHty of independent displacements of individual 
parts of the body. But in relativistic mechanics the existence of absolute­
ly rigid bodies is impossible, as can be seen from the following argu­
ments. 

Suppose that a rigid body is set in motion by an external force 
acting at one of its points. If the body were absolutely rigid, then all 
of its points would have to start moving simultaneously with the point 
that was subjected to the force; otherwise the body would deform. But, 
because there is a limiting velocity of propagation of interactions, the 
force is transmitted from the initial point of application to other 
points with a finite velocity, and therefore all the points of the body 
cannot begin to move simultaneously. 

Thus, according to electrodynamics the electron should have an 
infinite self-energy, and consequently an infinite mass. The physical 
meaninglessness of this result shows that electrodynamics as a logically 
closed physical theory becomes self-contradictory when we go to 
sufficiently small distances. We may ask about the order of magnitude 
of these distances. We can answer this question by noting that we 
should obtain a value for the electromagnetic self-energy of the electron 
that is of the order of the rest energy mc^. If now we consider the elec­
tron as having a certain size r^, its self-potential energy would be of 
order e'^jr^. From the requirement that these quantities be of the 
same order of magnitude, e'^jr^ ~ mc^, we find 

re ~ é^lmc\ (60.7) 

This dimension (called the " radius" of the electron) determines the 
limit of applicability of electrodynamics to the electron which already 
follows from the fundamental principles of electrodynamics. We must, 
however, keep in mind that actually the limit of appUcability of the 
classical electrodynamics which is presented here hes much higher, 
because of quantum phenomena.'' ' 
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§61. The field of a uniformly moving charge 

We determine the field produced by a charge e, moving uniformly 
with velocity V. We call the laboratory system the frame K\ the frame 
of reference moving with the charge is the frame Κ'. Let the charge 
be located at the origin of coordinates of the frame Κ'. The frame K' 
moves relative to Κ along the axis X\ the axes Y and Ζ are parallel 
to Y' and Z'. At the time / = 0 the origins of the two systems coincide. 
The coordinates of the charge in the frame Κ are consequently χ = Vt, 
y = ζ = 0. 

In the K' system the electric field is constant: 

E' = ^ , (61.1) 

and the magnetic field is absent. Transforming to the frame K, using 
(50.5), we have 

£ - — Ε - Ε -

(61.2) 
We must now express R', x', y', z' in terms of the coordinates Λ-, y, ζ in 
the frame K. According to the formulae for the Lorentz transfor­
mation, 

x-Vt 

so that 

where 

'̂̂  = - U W ) - ' (61.3) 

= (x-Vtf+[\ -(K2/c2)K>'''+z2). (61.4) 

Substituting these expressions in (61.2), we obtain 

eR 

= (-^): R*3 ' (61.5) 

where R is the radius vector from the charge e to the field point with 
coordinates x, y, ζ (its components are x— Vt, y, z). 
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^ 1 = 

We note that, as the velocity increases, the field E^^ decreases, while 
Ej_ increases. We can describe this pictorially by saying that the electric 
field of a moving charge is "contracted" in the direction of motion. 
For velocities V close to the velocity of light, the denominator in 
formula (61.6) is close to zero in a narrow interval of values θ around 
the value θ = 7τ/2. The "width" of this interval is, in order of magnitude, 

ΑΘ ^Vn-(VVc^)]. 

Thus the electric field of a rapidly moving charge at a given distance 
from it is significantly different from zero only in a narrow range of 
angles in the neighbourhood of the equatorial plane, and the width 
of this interval decreases with increasing V as \^[l — (V^/c^)]. 

The magnetic field in the frame Κ is 

Η = - V X E (61.7) 
c 

This expression for Ε can be written in another form by introducing 
the angle θ between the direction of motion and the radius vector R. 
It is clear that y-Λ-ζ'^ = sin^ Θ, and therefore 

Then we have for Ε 
eR l-VVc^ 
R^ [ l - ( K 2 / c 2 ) s i n 2 ö ] 3 / 2 - ^^'-^^ 

For a fixed distance R from the charge, the value of the field Ε 
increases as θ increases from 0 to:n;/2 (or as θ decreases from^r t o7r / 2 ) . 
The field along the direction of motion (Θ = 0, n) has the smallest 
value; it is equal to 

E\\=(elR^[\-(V^c^)]. 

The largest field is that perpendicular to the velocity (Θ = 7«/2), equal 
to 

e 1 
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P R O B L E M 

Determine the force (in the frame K) between two charges moving with the 
same velocity V. 

S O L U T I O N . We shall determine the force F by computing the force acting on one 
of the charges (^i) in the field produced by the other (eg). Using (61.7), we have 

F = e i E ^ + ^ V X H , = ^ l - - ^ J E j + ^ V(V .E2). 

Substituting for Eg from (61.6), we get for the components of the force in the 
direction of motion {F^ and perpendicular to it (Fy) 

^ gig2 [ l - (FVc^)lcos(9 ^ e^e^ [i-~{V^c^)]Hme 
[ l - (F«/c«)s in2 0]8/«' [ l - (F2 /c2)s in2(9 ]8 /« ' 

where R is the radius vector from to βχ, and Θ is the angle between R and V. 

§62. The dipole moment 

We consider the field produced by a system of charges at large 
distances, that is, at distances large compared whh the dimensions of 
the system. 

We introduce a coordinate system with origin anywhere within the 
system of charges. Let the position vectors of the various charges be 
Γβ. The potential of the field produced by all the charges at the point 
having the position vector Ro is 

* = ?WÍÍ:Í 
(the summation goes over all charges); here R o - r ^ are the radius 
vectors from the charges e^ to the point where we are finding the 
potential. 

[see (50.7)]. In particular, for F c the electric field is given approxi­
mately by the usual formula for Coulomb's law, Ε = eRjB?, and the 
magnetic field is 

H - - - ^ . (61.8) 
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Φ = - ^ -X^A -g rad — 
/vo KQ 

(62.2) 

The sum 

Α = Σ ^ Λ (62.3) 

is called the dipole moment of the system of charges. 
It is important to note that, if the sum of all the charges, Ze^y is 

zero, then the dipole moment does not depend on the choice of the 
origin of coordinates, for the position vectors and of one and 
the same charge in two different coordinate systems are related by 

where a is some constant vector. Therefore if Ee^ = 0, the dipole 
moment is the same in both systems: 

In particular, for a system of two charges with opposite signs ( ± e ) 
the dipole moment d = er, where r is the radius vector from the charge 
— ^ to the charge -\-e. 

If the total charge of the system is zero, then the potential of the 
field of this system at large distances is 

The field intensity is 

Ε = - g r a d - ^ = -4 -grad (d .Ro ) - (d .Ro)grad ^ 

We must investigate this expression for large Ro (Ro ^ r j . To do 
this, we expand it in powers of rJR^, using the formula 

/ ( R o - r ) ^ / ( R o ) - r . g r a d / ( R o ) 

(in the grad, the differentiation is with respect to the coordinates of 
the vector Ro). To terms of first order. 
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§63. The quadrupole moment 

In the expansion of the potential in powers of 1 ¡RQ, 

φ = φ(ο)+φ(ΐ)4-^(2)4. . . .^ (63.1) 

the term </>̂ "̂  is proportional to l/i^S"*" .̂ We saw that the first term, 
is determined by the sum of all the charges; the second term, 

φ^^\ called the dipole potential of the system, is determined by the 
dipole moment of the system. 

The third term in the expansion is 

where the sum goes over all charges; we here omit the suffix numbering 
the charges; are the components of the vector r, and those of 
the vector Ro. This part of the potential is usually called the quadrupole 

or finally, 

E = « ! : ^ . (62.5, 

where η is a unit vector along Ro. 
Thus the potential of the field at large distances produced by a 

system of charges with total charge equal to zero is inversely pro­
portional to the square of the distance, and the field intensity is 
inversely proportional to the cube of the distance. This field has axial 
symmetry around the direction of d. In a plane passing through this 
direction (which we choose as the ζ axis), the components of the 
vector Ε are 

^ 3 c o s 2 e - l ^ ^ 3 s i n 0 c o s ö 
E, = d — ^ — , E. = d ^ . (62.6) 

The radial and tangential components in this plane are 

2 c o s ö sino 
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potential. If the sum of the charges and the dipole moment of the 
system are both equal to zero, the expansion begins with 

In the expression (63.2) there enter the six quantities Zex^Xj^. 
However, it is easy to see that the field depends not on six independent 
quantities, but only on five. This follows from the fact that the function 
l/i?o satisfies Laplace's equation, that is. 

We can therefore write φ^'^^ in the form 

The tensor 

A . - Σ ^ ( 3 ^ ' ^ ^ - ' · ' ^ ' Λ ) (63.3) 

is called the quadrupole moment tensor of the system. F rom the de­

finition of Dij^ it is clear that the sum of its diagonal elements is zero : 
Du = 0. (63.4) 

Therefore the symmetric tensor D¡f^ has only five independent com­
ponents. With the aid of we can write 

or, performing the differentiation, 

6 ' / 1 \ _ 3X,X, 

and using the fact that d¡^D¡^ = D„ = 0, 

Φ''' = ^ · (63.6) 

Like every symmetric three-dimensional tensor, the tensor D^f^ can 
be brought to principal axes. Because of (63.4), in general only two 
of the three principal values will be independent. If it happens that 
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t We are assuming a symmetry axis of any order higher than the second. 

the system of charges is symmetric around some axis (the ζ axis)^ 
then this axis must be one of the principal axes of the tensor 2)^·^; the 
location of the other two axes in the x, y plane is arbitrary, and the 
three principal values are related to one another: 

D,, = Dyy = ^\D,,. (63.7) 

Denoting the component D^^ by D (in this case it is simply called 
the quadrupole moment), we get for the potential 

4 ^ ( 3 c o s 2 ö - l ) , (63.8) 

where θ is the angle between Ro and the ζ axis. 
Just as we did for the dipole moment in the preceding section, we 

can easily show that the quadrupole moment of a system does not 
depend on the choice of the coordinate origin, if both the total charge 
and the dipole moment of the system are equal to zero. 

In similar fashion we could also write the succeeding terms of the 
expansion (63.1). The /th term of the expansion defines a tensor 
(which is called the 2^-pole moment tensor) of rank /, symmetric in 
all its indices and vanishing when contracted on any pair of indices; 
it can be shown that such a tensor has 2 / + 1 independent components. 

P R O B L E M 

Determine the quadrupole moment of a uniformly charged ellipsoid with respect 
to its centre. 

S O L U T I O N . Replacing the summation in ( 6 3 . 3 ) by an integration over the volume 
of the ellipsoid, we have 

D^ = Q jjj (2x^~y^-z^ dx dy dz, etc. 

The integration over the volume of the ellipsoid can be reduced to integration 
over the volume of the unit sphere as was done in §25, Problem 2(e). As a result 
we obtain 

D„ = ie(2c«-f l2_^«) , 

where e = (4πβ)αΒαρ is the total charge of the ellipsoid. 
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§64. System of charges in an external field 

We now consider a system of charges located in an external electric 
field. We designate the potential of this external field by φ{τ). The 
potential energy of each of the charges is ej){r^, and the total potential 
energy of the system is 

υ = Υ^€,φ{Τα). (64.1) 
a 

We again introduce a coordinate system with its origin anywhere 
within the system of charges; r̂  is the position of the charge e^ in 
these coordinates. 

Let us assume that the external field changes slowly over the region 
of the system of charges, i.e. is quasi-uniform with respect to the system. 
Then we can expand the energy U in powers of r̂ . In this expansion, 

jj = c/(o)+ ^(1)4. ^(2)_|. ^ (64.2) 
the first term is 

υ^'^ = φοΣ^α, (64.3) 

where φο is the value of the potential at the origin. In this approxima­
tion, the energy of the system is the same as it would be if all the charges 
were located at one point. 

The second term in the expansion is 

C/^ = (grad0)o.Ie,r«. 

Introducing the field intensity Eo at the origin and the dipole moment 
d of the system, we have 

U^i)= - d - E o . (64.4) 

The total force acting on the system in the external quasi-uniform 
field is, to the order we are considering, 

F = EoX^a- f (vd .E)o . 

If the total charge is zero, the first term vanishes, and 

F = (d .v )E, (64.5) 
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i.e. the force is determined by the derivatives of the field intensity 
(taken at the origin). The total moment of the forces acting on the 
system is 

Κ = X(r^Xe^Eo) = dXEo , (64.6) 

i.e. it is determined by the field intensity itself 
Let us assume that there are two systems, each having total charge 

zero, and with dipole moments di and d2, respectively. Their mutual 
distance R is assumed to be large in comparison with their internal 
dimensions. Let us determine their potential energy of interaction, U. 
To do this we regard one of the systems as being in the field of the 
other. Then 

i / = - d a - E l , 

where E i is the field of the first system. Substituting (62.5) for Ei , we 
find 

^ ^ (di>d2)~^3^di .n)(d2>n) ^ ^^^^^ 

where η is a unit vector from one system to the other. 
For the case where one of the systems has a total charge difierent 

from zero (and equal to e), we obtain similarly 

U - e ^ - , (64.8) 

where η is the unit vector directed from the dipole to the charge. 
The next term in the expansion (64.2) is 

Here, as in§63, we omit the suffix numbering the charge; the values 
of the second derivatives of the potential are taken at the origin; but 
the potential φ satisfies Laplace's equation, 

_ 
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or, finally, 

6 dxidxk 

§65. Constant magnetic field 

Let us consider the magnetic field produced by charges which 
execute a finite motion, in which the particles are always within a 
finite region of space and the momenta also always remain finite. 
Such a motion has a "stat ionary" character, and it is of interest to 
consider the time average magnetic field H , produced by the charges; 
this field will now be a function only of the coordinates and not of 
the time, that is, it will be constant. 

In order to find equations for the average magnetic field fit, we take 
the time average of Maxwell's equations 

d i v H = 0, c u r l H = i - - ^ + ^ - j . 
c dt c 

The first of these gives simply 

div Η = 0. (65.1) 

In the second equation the average value of the derivative 9Ε/θί , like 
the derivative of any quantity which varies over a finite range, is zero^. 

t Suppose that / is such a quantity. Then the average value of the derivative 
d//d/ over a time interval Τ is 

τ 
d/ _ 1 Γ d/^^ ^ / ( Γ ) - / ( 0 ) 
át Τ át ^ Τ 

Since fit) varies only over a finite range, as Τ increases without limit the average 
value tends to zero. 

Therefore we can write 
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Ä = -
c 

i d F , (65.5) 
R 

where R is the distance from the field point to the volume element áV, 
In formula (65.5) we can go over from the integral to a sum over 

the charges, by substituting in place of j the product ρν, and recalling 
that all the charges are point-like. In this we must keep in mind that 

Therefore the second Maxwell's equation becomes 

Απ 
curl Η = — J. (65.2) 

c 

These two equations determine the constant field H. 
We introduce the average vector potential Ä in accordance with 

cur lÄ = Η. 

We substitute this in equation (65.2), and find 

grad d i v Ä - Δ Α = 

But we know that the vector potential of a field is not uniquely defined, 
and we can impose an arbitrary auxiliary condition on it. On this 
basis, we choose the potential Ä so that 

d ivÄ = 0. (65.3) 

Then the equation defining the vector potential of the constant mag­
netic field becomes 

Λ Α = j . (65.4) 
c 

It is easy to find the solution of this equation by noting that (65.4) 
is completely analogous to Poisson's equation (59.4) for the scalar 
potential of a constant electric field, where in place of the charge 
density ρ we here have the current density j /c. By analogy with the 
solution (59.9) of Poisson's equation, we can write 
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in the integral (65.5), R is simply an integration variable, and is 
therefore not subject to the averaging process. If we write in place of 
the integral 

r i d ^ - . h e s u m 

then Ra here are the positions of the various particles, which change 
during the motion of the charges. Therefore we must write 

eaYa (65.6) 

where we average the whole expression under the bar. 
Knowing Ä, we can also find the magnetic field. 

Η = curl A = curl — 
c 

The curl operator refers to the coordinates of the field point. Therefore 
the curl can be brought under the integral sign and J can be treated as 
constant in the diflferentiation. Applying the well-known formula 

curl / a = / curl a-I-grad / X a , 

where / and a are an arbitrary scalar and vector, to the product j · 1 / i ^ , 
we get 

and consequently. 

H = -
c 

f J X R áV (65.7) 

(the radius vector R is directed from d F to the field point). This is 
Biot and Savart's law. 
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Ä = l y _ M ^ (66.1) 

As in §62, we expand this expression in powers of r^. To terms of 
first order we have (omitting the suffix a) 

Τη the first term we can write 

But the average value of the derivative of a quantity varying within 
a finite interval (like Eei) is zero. Thus there remains for Ä the 
expression 

We transform this expression as follows. Noting that ν = f, we can 
write (remembering that Ro is a constant vector) 

X^(Ro.r)v = i - ^ X e r ( r . R o ) - h i E ^ ( r - R o ) - r ( v . R o ) ] . 

§66. Magnetic moments 

Let us consider the average magnetic field produced by a system of 
charges in steady motion, at large distances from the system. 

We introduce a coordinate system with its origin anywhere within 
the system of charges, just as we did in §62. Again we denote the 
position vectors of the various charges by r^, and the position vector 
of the point at which we calculate the field by Ro. Then R Q — i s the 
radius vector from the charge e^ to the field point. According to (65.6), 
we have for the vector potential 
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1 
Ä - 2 c Ä g ^ ^ W ^ - « o ) - r ( v . R o ) ] . 

We introduce the vector 

(66.2) 

which is called the magnetic moment of the system. Then we get for A 

_ m X R o 1 
A = ^ = V - j ^ X m . (66.3) 

Knowing the vector potential, it is easy to find the magnetic field. 
With the aid of the formula 

curl (aXb) = ( b . v ) a - ( a - v ) b + a div b - b div a, 
we find 

mXRoX Ro , X Ro / mXRoX J . Ro X Ro 

Furthermore, 

d , v - | = R „ . g r a d J j + - ¿ - d i v R . = 0 

and 

, _ . Ro 1 1 m 3Ro(m.Ro) 
^ = ( " • • v ) R o + R o ( m . v ) ^ = ^ ^ . 

Thus, 
g ^ 3 n ( f f i | - f f i ^ (66.4) 

where η is again the unit vector along Ro. We see that the magnetic 
field is expressed in terms of the magnetic moment by the same 
formula by which the electric field was expressed in terms of the dipole 
moment [see (62.5)]. 

Upon substitution of this expression in Ä, the average of the first 
term (containing the time derivative) again goes to zero, and we get 
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where Μ = i7 rXp i s the mechanical angular momentum of the system. 
Thus in this case, the ratio of magnetic moment to angular momentum 
is constant and equal to e/lmc. 

P R O B L E M 

Find the ratio of the magnetic moment to the angular momentum for a system 
of two charges (velocities ν <κ c). 

S O L U T I O N . Choosing the origin of coordinates at the centre of mass of the two 
particles we have /Wiri+Wgrg = 0 and Pi = - P 2 = P, where ρ is the momentum 
of the relative motion. With the aid of these relations, we find 

2c \ml ml J nti + nii 

§67. Larmor precession 

Let us consider a system of charges in an external constant uniform 
magnetic field. 

The time average of the force acting on the system. 

is zero, as is the time average of the time derivative of any quantity 
which varies over a finite range. The average value of the moment of 

If all the charges of the system have the same ratio of charge to 
mass, then we can write 

If the velocities of all the charges ν <^c, then mv is the momentum 

ρ of the charge and we get 

" · = 2 ^ ^ Σ ' Χ Ρ = - 2 ^ Μ . (66.5) 
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the forces is 

K = £4(?X(̂ Ö<H)) 
c 

and is different from zero. It can be expressed in terms of the magnetic 
moment of the system, by expanding the vector triple product : 

κ = E | W r - H ) - H ( v . r ) } = ^ i - j v ( r . H ) - i Η A 
The second term gives zero after averaging, so that 

κ = Σ|<ΐ̂ ) = ¿ E ^ Í H í ü ) - ! ^ } 

[the last transformation is analogous to the one used in deriving (66.3)], 
or finally 

K = m X H . (67.1) 

We call attention to the analogy with formula (64.6) for the electrical 
case. 

We now consider a system of identical charges executing a finite 
motion (with velocities υ <^c)'m the centrally symmetric electric field 
produced by a certain fixed charge (say, the system of electrons of 
an atom in the field of the nucleus). We assume that this system is in 
a weak uniform magnetic field. 

In the absence of the external field the total angular momentum Μ 
of the system would be a constant. The presence of the weak magnetic 
field resuhs in a slow change of Μ with time. Let us consider the 
character of this change. To eliminate the effect of the rapidly varying 
intrinsic motion of the charges in the system, we average Μ over the 
period of this motion. 

According to the famifiar equation of mechanics [cf (27.3)], 

d M / d i = K, 

where Κ is the torque of the external forces acting on the system 
(averaged over the same time interval as was M) . According to (67.1) 
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and (66.5) we have 

K = m X H = - ^ M X H . 
2mc 

Therefore 
dM/dt = -SlXM, (67.2) 

where 
Ω = eH/2mc. (67.3) 

An equation of the form of (67.2) means that the vector Μ (and 
with it the magnetic moment m) rotates with angular velocity — Ω 
around the direction of the field, keeping fixed its absolute magnitude 
and the angle it makes with the field direction. This phenomenon is 
called the Larmor precession, and the angular velocity (67.3) the Larmor 
frequency. 

We can now make more precise what we meant above by a suffici­
ently weak field: the Larmor frequency Ω must be small compared 
with the frequencies of the intrinsic finite motion of the charges of 
the system. It is obvious that only then is it meaningful to consider 
the change with time of the angular momentum averaged in the 
fashion described above. 
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E L E C T R O M A G N E T I C WAVES 

§68. The wave equation 

The electromagnetic field in vacuum is determined by Maxwell's 
equations, in which we must put ρ = 0, j = 0. We write them once 
more: 

c u r l E = - 1 - ^ , d i v H = 0, (68.1) 
c ot 

curl Η = 1 , div Ε = 0. (68.2) 

These equations may possess non-zero solutions. This means that an 
electromagnetic field can exist even in the absence of any charges. 

Electromagnetic fields occurring in vacuum in the absence of 
charges are called electromagnetic waves. We now take up the study 
of the properties of such fields. 

First of all we note that such fields must necessarily be time-varying. 
For, in the contrary case, dHjdt = dE/dt = 0 and the equations 
(68.1) and (68.2) go over into the equations (59.1), (59.2) and (65.1), 
(65.2) of a constant field, in which, however, we now have ρ = 0, j = 0. 
But the solutions of these equations which are given by formulae 
(59.9) and (65.5) become zero for ρ = 0, j = 0. 

Let us derive the equations determining the potentials of electro­
magnetic waves. 

As we already know, because of the ambiguity in the potentials we 

2 1 3 
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can always subject them to an auxiliary condition. For this reason, 
we choose the potentials of the electromagnetic waves so that the 
scalar potential is zero: 

</> = 0. (68.3) 
Then 

Ε = - - , Η = curl A. (68.4) 
c ct 

Substituting these two expressions in the first equation (68.2), we get 

1 δ^Α 
curl curl A = - A A - h g r a d d i v A = ^ ^ - s - . (68.5) 

c^ ot^ 

Despite the fact that we have already imposed one auxiliary condi­
tion on the potentials, the potential A is still not completely unique: 
we can add to it the gradient of an arbitrary function which does not 
depend on the time (meanwhile leaving φ unchanged). In particular, 
we can choose the potential of the electromagnetic wave so that 

div A = 0. (68.6) 

For, substituting Ε from (68.4) in div Ε = 0, we have 

div-;r— = — div A = 0, dt dt 

that is, div A is a function only of the coordinates. This function can 
always be made zero by adding to A the gradient of a suitable time-
independent function. 

The equation (68.5) now becomes 

A A - ¿ - | ^ = 0. (68.7) 

This is the equation which determines the potential of electromagnetic 
waves. It is called d'Alemberfs equation, or the wave equation. 

Applying to (68.7) the operators curl and 6/8/, we can verify that 
the electric and magnetic fields Ε and Η satisfy the same wave equa­
tion. 
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§69. Plane waves 

Let us consider the special case of electromagnetic waves in which 
the field depends only on one coordinate, say χ (and on the time). 
Such waves are said to be plane. In this case the equation for the field 
becomes 

where by / is understood any component of the vectors Ε and H . 
To solve this equation, we rewrite it in the form 

and introduce new variables 
^ X X 

so that t = | ( > ; + l ) , χ = ^Φΐ-ξ). Then 2 ' 

di~2\dt '^dxj' Βη ~ 2\dt'^^dx}' 

so that the equation for / b e c o m e s 

= 0. 

The solution obviously has the form / = fi(^)+fífji), where fx and / a 
are arbitrary functions. Thus 

Suppose, for example, /a = 0, so that 
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Let us clarify the meaning of this solution. In each plane χ = con­
stant, the field changes with the t ime; at each given moment, the field 
is diflferent for diflferent x. It is clear that the field has the same values 
for coordinates χ and times t which satisfy the relation t—(xlc) ~ 
= constant, that is, 

X = constant 

This means that if, at some time t = 0, the field at a certain point χ 
in space had some definite value, then after an interval of time / the 
field has that same value at a distance ct along the χ axis from the 
original place. We can say that all the values of the electromagnetic 
field are propagated in space along the χ axis with a velocity equal 
to the velocity of light, c. 

T h u s , x / c ) represents a plane wave moving in the positive 
direction along the χ axis. It is easy to show t h a t / 2 ( / + x/c) represents 
a wave moving in the opposite, negative, direction along the χ axis. 

In §68 we showed that the potentials of the electromagnetic wave 
can be chosen so that φ = 0, and div A = 0. We choose in this same 
way the potentials of the plane wave which we are now considering. 
The condition div A = 0 gives in this case 

dAx/dx = 0, 

since all quantities are independent of y and z. According to (69.1) 
we then have also d^AJdt^ = 0, that is, dAJdt = constant. But the 
derivative dA/dt determines the electric field, and we see that the 
non-zero component A^ represents in this case the presence of a 
constant longitudinal electric field. Since such a field has no relation 
to the electromagnetic wave, we can put A^ = 0. 

Thus the vector potential of the plane wave can always be chosen 
perpendicular to the χ axis, i.e. to the direction of propagation of that 
wave. 

Let us consider a plane wave moving in the positive direction of the 
X axis; in this wave, all quantities, and in particular A, are functions 
only of t-{x¡c). From the formulae 

Ε = X - , Η = curl A, 
c ot 
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we therefore obtain 

Ε = - - A ' , Η = V X A = ^it--\xk' = - - n X A , (69.3) 
c \ c I c 

where the prime denotes differentiation with respect to t—(x/c) and 
η is a unit vector along the direction of propagation of the wave. 
Substituting the first equation in the second, we obtain 

Η = n X E . (69.4) 

We see that the electric and magnetic fields Ε and Η of a plane 
wave are directed perpendicular to the direction of propagation of the 
wave. For this reason, electromagnetic waves are said to be transverse. 
From (69.4) it is clear also that the electric and magnetic fields of 
the plane wave are perpendicular to each other and equal to each other 
in absolute value. 

The energy flux in the plane wave is 

4π 4π 4π 

Thus the energy flux is directed along the direction of propagation of 
the wave. Since 

is the energy density of the wave, we can write 

S = cWn, (69.5) 

in accordance with the fact that the field propagates with the velocity 
of light. 

The momentum per unit volume of the electromagnetic field is S/c^. 
For a plane wave this gives (PF/c)n. We call attention to the fact that 
the relation between the energy W and the momentum W/c for the 
electromagnetic wave is the same as for a particle moving with the 
velocity of light [see (39.12)]. 

The flux of momentum of the field is determined by the components 
a.f^ of the Maxwell stress tensor (58.5). Again choosing the direction 
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P R O B L E M 

Determine the force exerted on a wall from which an incident plane electro­
magnetic wave is reflected (with reflection coeflicient R), 

S o L i m o N . The force f acting on unit area of the wall is given by the flux of 
momentum through this area, i.e., it is the vector with components 

fi = ^,j,N,+a:^, 

where Ν is the vector normal to the surface of the wall, and σ,;̂  and o¡f, are the 
components of the stress tensors for the incident and reflected waves. Using (69.6), 
we obtain 

f = ίΤη(Ν.η)+ W'W(N'n'). 

From the deñnition of the reflection coefficient, we have W = RW. Also introduc­
ing the angle of incidence θ (which is equal to the reflection angle) and writing out 
components, we ñnd the normal force {light pressure) 

= W{\+R)cos^e 
and the tangential force 

= W{\-R)smecose, 

§70. Monochromatic plane waves 

A very important special case of electromagnetic waves is a wave 
in which the field is a simply periodic function of the time. Such a 
wave is said to be monochromatic. All quantities (potentials, field 
components) in a monochromatic wave depend on the time through a 
factor of the form cos {cot-\-en). The quantity ω is called the angular 
frequency of the wave (we shall simply call it the frequency). 

In a plane wave (propagating along the χ axis), the field is a function 
only of t—{xlc). Therefore, if the plane wave is monochromatic, its 
field is a simply periodic function of t—(xlc). The vector potential of 
such a wave is most conveniently written as the real par t of a complex 

of propagation of the wave as the χ axis, we find that the only non­
zero component is 

= W. (69.6) 

As it must be, the flux of momentum is along the direction of prop­
agation of the wave, and is equal in magnitude to the energy density. 
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t If two quantities A(/) and B(/) are written in complex form 

A(/) = Aoe-'«>^ B(/) = Boe-*">S 

then in forming their product we must first, of course, separate out the real part. 
But if, as frequently happens, we are interested only in the time average of this 
product, it can be computed as 

i R e { A . B * } , 
since we have 

R e A . R e B = |(Aoe-*«>' + A*e<«>0-(Boe-'«>'-fB*e'«>0, 
and when we average, the terms containing factors e**'""' vanish, so that we are 
left with 

Re A.Re Β = K A B * + A*.B) = | R e ( A . B * ) . 

expression: 
A = Re{Aoe-'"><^-^/-)}. (70.1) 

Here Ao is a certain constant complex vector. Obviously, the fields 
Ε and Η of such a wave have analogous forms with the same frequency 
ω. The quantity 

λ = Inc/w (70.2) 

is called the wavelength; it is the period of variation of the field with the 
coordinate χ at a fixed time /. 

The vector 

k = — η (70.3) 
c 

(where η is a unit vector along the direction of propagation of the 
wave) is called the wave vector. In terms of it we can write (70.1) in the 
form 

A = Re{Aoe'<i"'—0}, (70.4) 

which is independent of the choice of coordinate axes. The quantity 
which appears multiplied by / in the exponent is called the phase of 
the wave. 

So long as we perform only linear operations, we can omit the sign 
Re for taking the real part , and operate with complex quantities as 
such."^ Thus , substituting 

A = Aoe'i'^-'—0 
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Ez= ±02 sin ( ω ί - k - r + a ) . 

where we use the plus (minus) sign if b2 is along the positive (negative) 
ζ axis. F rom (70.8) it follows that 

Thus we see that, at each point in space, the electric field vector 
rotates in a plane perpendicular to the direction of propagation of the 

in (69.3), we find the relation between the intensities and the vector 
potential of a plane monochromatic wave in the form 

Ε = zfcA, Η = / k X A . (70.5) 

We shall now treat in more detail the direction of the field of a 
monochromatic wave. To be specific, we shall talk of the electric field 

Ε = Re{Eoe''(»'-'-"'0} 

(everything stated below applies equally well, of course, to the magnetic 
field). The quantity Eo is a certain complex vector. Its square E^ is 
(in general) a complex number. If the argument of this number is 
- 2 a (i.e. E^ = lE^le'^'"), the vector b defined by 

Eo = be-'« (70.6) 

will have its square real, b^ = |Eop. With this definition, we write 

Ε = Relbe'í»'-'—^-«)}. (70.7) 

We write b in the form 
b = biH-/b2, 

where bi and b2 are real vectors. Since b^ = bj—b2-h2/bi«b2 must be 
a real quantity, bi-b2 = 0, i.e. the vectors bi and b2 are mutually 
perpendicular. We choose the direction of b i as the y axis (and the χ 
axis along the direction of propagation of the wave). We then have 
from (70.7) 

= ¿ ^ c o s ( ω í - k . Γ + α ) , | ^^^^^ 
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t We assume that the coordinate axes form a right-handed system. 

wave, while its endpoint describes the elhpse (70.9). Such a wave is said 
to be elliptically polarised. The rotation occurs in the direction of 
(opposite to) a right-handed screw rotating along the χ axis, if we have 
the plus (minus) sign in (70.8). 

If bi = ¿2 , the ellipse (70.9) reduces to a circle, i.e. the vector Ε 
rotates while remaining constant in magnitude. In this case we say 
that the wave is circularly polarised. The choice of the directions of the 
y and ζ axes is now obviously arbitrary. We note that in such a wave 
the ratio of the y and ζ components of the complex amplitude Eo is 

E,,IE,y = ±i (70.10) 

for rotation in the same (opposite) direction as that of a right-handed 
screw {right and left polarisations).^ 

Finally, if bi or ¿ 2 equals zero, the field of the wave is everywhere 
and always parallel (or antiparallel) to one and the same direction. 
In this case the wave is said to be linearly polarised, or plane polarised. 
An elliptically polarised wave can clearly be treated as the super­
position of two linearly polarised waves. 

§71. The Doppler eflFect 

Now let us turn to the definition of the wave vector and introduce 
the four-dimensional wave vector with components 

= (ω/c, k ) . (71.1) 

That these quantities actually form a four-vector is obvious from the 
fact that we get a scalar (the phase of the wave) when we multiply 
byx^: 

k,x^ = ω / - k · Γ . (71.2) 

From the definitions (70.3) and (71.1) we see that the square of the 
wave four-vector is zero: 

k% = 0. (71.3) 
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§72. Spectral resolution 

Every wave can be subjected to the process of spectral resolution, 
i.e. can be represented as a superposition of monochromatic waves 
with various frequencies. The character of this expansion varies 
according to the character of the time dependence of the field. 

One category consists of those cases where the expansion contains 

Using the law of transformation of the wave four-vector we can 
easily treat the Doppler effect—the change in frequency ω of the wave 
emitted by a source moving with respect to the observer, as compared 
to the " t rue" frequency ωο of the same source in the reference frame 
(AO) in which it is at rest. 

Let V be the velocity of the source, i.e. the velocity of the frame ^ o 
relative to K, According to the general formula for transformation of 
four-vectors, we have 

uoy>_ kO-{Vk^c) 

(the velocity of the frame Κ relative to AO is — V). Substituting = 
co/c, = k cos α = (ω/c) cos a, where α is the angle (in the frame 
K) between the direction of emission of the wave and the direction of 
motion of the source, and expressing ω in terms of ωο, we obtain 

l - - ( K / c ) c o s a 

This is the required formula. For F <c c, and if the angle α is not too 
close to λ / 2 , it gives 

ω ^ ω o ^ l - l · ^ c o s α j . (71.5) 

For α = λ / 2 , we have 

ω = ω ο ν [ 1 - ( ^ / ^ ' ) ] ~ ωο[1-(Κ2/2ο2)] ; (71.6) 

in this case the relative change in frequency is proportional to the 
square of the ratio F/c . 
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Γ/2 

Jn — J, f{tyn-^,tAu {122) 

-f /2 

Because f{i) must be real, 

/ - . = / : . (72.3) 

In more complicated cases, the expansion may contain integral 
multiples (and sums of integral multiples) of several different in­
commensurable fundamental frequencies. 

When the sum (72.1) is squared and averaged over the time, the 
products of terms with different frequencies give zero because they 
contain oscillating factors. Only terms of the form = 
remain. Thus the average of the square of the field, i.e. the average 
intensity of the wave, is the sum of the intensities of its monochromatic 
components: 

oo oo 

P= Σ l /« l ' = 2 Σ (72.4) 
/!= —oe n = l 

(where it is assumed that the average of the function / over a period is 
zero, i.e./o = / = 0). 

Another category consists of fields which are expandable in a 
Fourier integral containing a continuous sequence of different fre­
quencies. For this to be possible, the function f{t) must satisfy certain 

frequencies forming a discrete sequence of values. The simplest case 
of this type arises in the resolution of a purely periodic (though not 
monochromatic) field. This is the usual expansion in Fourier series; 
it contains the frequencies which are integral multiples of the "funda­
mental" frequency ωο = 27τ/Γ, where Τ is the period of the field. We 
write it in the form 

(where / is any of the quantities describing the field). The quantities 
are defined in terms of the function / b y the integrals 
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definite conditions; usually we consider functions which vanish for 
Í ± oo . Such an expansion has the form 

/(0 = /a,e-
dω 
2 ^ ' 

(72.5) 

where the Fourier components are given in terms of the function f{t) 
by the integrals 

Analogously to (72.3), 
f— to — fw ' 

(72.6) 

(72.7) 

Let us calculate the integral of Ρ over all time. Using (72.5) and 
(72.6), we have 

f -imt dω 1-

or, using (72.7), 

Pat = 

/ e - ' « " dt 
dω 
"2π 

I/«-
dω 
~2^' 

dω 

(72.8) 

Thus the integrated intensity can be expressed in terms of the intensities 
of the Fourier components of the wave. 

§73. PartiaUy polarised light 

Every monochromatic wave is, by definition, necessarily polarised. 
However, we usually have to deal with waves which are only approxi­
mately monochromatic, and which contain frequencies in a small 
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t For example, through a Nicol prism. 

interval Δω. We consider such a wave, and let ω be some average 
frequency for it. Then its field (to be specific we shall consider the 
electric field E) at a fixed point in space can be written in the form 

Ε = Eo(Oe-'"^^ 

where the complex amplitude Eo(0 is some slowly varying function of 
the time (for a strictly monochromatic wave Eo would be constant). 
Since Eo determines the polarisation of the wave, this means that at 
each point of the wave its polarisation changes with t ime; such a wave 
is said to be partially polarised. 

The polarisation properties of electromagnetic waves, and of light 
in particular, are observed experimentally by passing the light to be 
investigated through various bodies^ and then observing the intensity 
of the transmitted light. F rom the mathematical point of view this 
means that we draw conclusions concerning the polarisation properties 
of the hght from the values of certain quadratic functions of its field. 
Here of course we mean the time averages of such functions. 

Quadratic functions of the field are made up of terms proportional 
to the products E^Ej,, E*E¡ or E^E^, Products of the form 

E,E, = ^o/^o.e-2'-^ e;e;: = ^ Ä e ^ - ' , 

which contain the rapidly oscillating factors e^^ '̂"'̂  give zero when the 
time average is taken. The products E¡El = Eq^Eqj^ do not contain 
such factors, and so their averages are not zero. Thus we see that the 
polarisation properties of the light are completely characterised by the 
tensor 

(73.1) 

Since the vector EQ always lies in a plane perpendicular to the 
direction of the wave, the tensor J^f, has only four components (in 
this section the indices /, k are understood to take on only two values: 
i, k = 1,2, corresponding to the y and ζ axes; the χ axis is along the 
direction of propagation of the wave). 
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The sum of the diagonal elements o f the tensor (we denote it by 
/ ) is a real quantity—the average value of the square modulus of the 
vector Eo: 

/ = 4 = E^TEJ: (73 .2) 

This quantity determines the intensity of the wave, as measured by the 
energy flux density. To ehminate this quantity which is not directly 
related to the polarisation properties, we introduce in place of /¿^ the 
tensor 

Qik = JiklJ. ( 7 3 . 3 ) 

for which ρ,̂  = 1; we call it the polarisation tensor. 
From the definition (73.1) we see that the components of the tensor 

Jif^, and consequently also ρ,^, are related by 

Qik = Qli ( 7 3 . 4 ) 

(i.e. the tensor is Hermitian). Consequently the diagonal components 
ρ^ι and ρ22 are real (with ριι+ρ22 = 1) while ρ2ΐ = ρΐ2. Thus the 
polarisation tensor is characterised by three real parameters. 

Let us study the conditions that the tensor ρ,.;̂ , must satisfy for 
completely polarised Hght. In this case Eo = constant, and so we have 
simply 

= Jq,, = E A ( 7 3 . 5 ) 

(without averaging), i.e. the components of the tensor can be written 
as products of components of some constant vector. The necessary 
and sufl5cient condition for this is that the determinant vanish: 

\Qik\ = ρι ιρ22-ρΐ2ρ2ΐ = 0 . ( 7 3 . 6 ) 

The opposite case is that of unpolarised or natural light. Complete 
absence of polarisation means that all directions (in the yz plane) are 
equivalent. In other words, the polarisation tensor must have the 
form 

Qik = i«//̂ . ( 7 3 . 7 ) 

The determinant is |ρ,^ | = \ . 



§74 Geometrical optics 227 

§74. Geometrical optics 

A plane wave is characterised by the property that its direction of 
propagation and amplitude are the same everywhere. Arbitrary electro­
magnetic waves, of course, do not have this property. 

An arbitrary tensor q¡i^ can be resolved into two parts , one symmetric 
(in the indices z, k) and the other antisymmetric. Let us consider the 
special case where the latter par t is absent. Because of (73.4) the sym­
metric tensor ρ̂ ^̂ . is then real {q^i^ = q*j^. Like every symmetric tensor it 
can be brought to principal axes, with two different eigenvalues, which 
we denote by and λ^. The directions of the principal axes are 
mutually perpendicular. Denoting the unit vectors along these direc­
tions by n̂ ^̂  and n^^\ we can represent ρ,̂ ^ in the form 

Qik = λ ι « ί « 4 » + Μ Μ ' > , ^ 1 + ^ 2 = 1. (73.8) 

The quantities λι and A2 are positive and take on values from 0 to 1. 
Each of the two terms in (73.8) has the form of a product of two 

components of a constant real vector ( \ / ^ i 0̂^̂  or λ/Χ^ n̂ ^̂ ). In other 
words, each of the terms corresponds to linearly polarised light. We 
also see that there is no term in (73.8) containg products of components 
of the two waves. This means that the two parts can be regarded as 
physically independent, or incoherent. For , if two waves are independ­
ent of one another, the average value of the product EfpB^¿^ is equal 
to the product of the average values of the two factors, and since 
each of them is zero. 

Thus in the case considered here the partially polarised wave can be 
represented as a superposition of two incoherent waves (with intensities 
proportional to λχ and ^2), linearly polarised along mutually peφendic-
ular directions. (In the general case of a complex tensor ρ^ ,̂ one can 
show that the hght can be represented as a superposition of two 
incoherent elliptically polarised waves, whose polarisation ellipses are 
similar and mutually perpendicular.) 
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Nevertheless, a great many electromagnetic waves, which are not 
plane, have the property that within each small region of space they 
can be considered to be plane. For this, it is clearly necessary that the 
amplitude and direction of the wave remain practically constant 
over distances of the order of the wavelength. 

If this condition is satisfied, we can introduce the wave surfaces, 
i.e. surfaces at all of whose points the phase of the wave is the same 
(at a given time). (The wave surfaces of a plane wave are planes per­
pendicular to the direction of propagation of the wave.) In each small 
region of space we can speak of a direction of propagation of the wave, 
normal to the wave surface. In this way we can introduce the concept 
of roy^'—curves whose tangents at each point coincide with the direc­
tion of propagation of the wave. 

The study of the laws of propagation of waves in this case constitutes 
the domain of geometrical optics. Consequently, geometrical optics 
considers the propagation of electromagnetic waves, in particular of 
light, as the propagation of rays, completely divorced from their wave 
properties. In other words, geometrical optics corresponds to the 
limiting case of small wavelength, λ 0. 

We now take up the derivation of the fundamental equation of 
geometrical optics—the equation determining the direction of the 
rays. Let / b e any quantity describing the field of the wave (any compo­
nent of Ε or H ) . For a plane monochromatic wave, / has the form 

/ = ae^ö^T-cuz+A) (74 J ) 

(we omit the R e ; it is understood that we take the real par t of all 
expressions). 

We write the expression for the field in the form 

f=aefy. (74.2) 

If the wave is not plane, but geometrical optics is applicable, the 
amplitude a is, generally speaking, a function of the coordinates and 
time, and the phase which is called the eikonaU does not have a 
simple form, as in (74.1). It is important to note, however, that y is a 
large quantity. This is clear immediately from the fact that it changes 
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For a function of the form (74.2) we have 

But the eikonal %p in geometrical optics is a large quantity. We can 
therefore neglect the first three terms compared with the fourth, so 

by 2π when we move through one wavelength, and geometrical optics 
corresponds to the hmit A 0. 

Over small space regions and time intervals the eikonal ψ can be 
expanded in series; to terms of first order, we have 

dw dtp 

(the origin for coordinates and time has been chosen within the space 
region and time interval under consideration; the derivatives are 
evaluated at the origin). Comparing this expression with (74.1), we 
can write 

k = ^ - g r a d v . , co = - ^ , (74.3) 

which corresponds to the fact that in each small region of space (and 
each small interval of time) the wave can be considered as plane. 
F rom the definition of the wave vector, we have = ω^/c^. Sub­
stituting k and ω from (74.3), we find 

This first-order partial differential equation is called the eikonal equa­
tion and is the fundamental equation of geometrical optics. 

Equation (74.4) can also be derived by a direct transition to the 
limit λ 0 in the wave equation. The field /satisfies the wave equation 

A / = - ¿ | Í . (74.5) 
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that 

8r2 ^ \dt) ^' 

Similarly, we find 

and substitution in (74.5) gives (74.4). 
From the form of the eikonal equation there results a remarkable 

analogy between geometrical optics and the mechanics of material 
particles. The motion of a material particle is determined by the 
Hamilton-Jacobi equation for the action S (§31). This equation, hke 
the eikonal equation, is an equation in first partial derivatives. The 
action S is related to the momentum ρ and the Hamiltonian 76 of the 
particle by the relations 

Comparing these formulae with the formulae (74.3), we see that the 
wave vector plays the same role in geometrical optics as the momentum 
of the particle in mechanics, while the frequency plays the role of the 
Hamiltonian, i.e., the energy of the particle. The absolute magnitude 
of the wave vector is related to the frequency by the formula fc = ω/c. 
This relation is analogous to the relation ρ = ó/c between the momen­
tum and energy of a particle with zero mass, and its velocity which is 
equal t o the velocity of light. 

For a particle, we have the Hamilton equations 

In view of the analogy we have pointed out, we can immediately write 
the corresponding equations for rays: 
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§75. The limits of geometrical optics 

From the definition of a monochromatic plane wave, its amplitude 
is the same everywhere and at all times. Such a wave is infinite in 
extent in all directions in space, and exists over the whole range of time 
from — oo to + o o . Any wave whose amplitude is not constant every­
where at all times can only be more or less monochromatic. We now 
take up the question of the "degree of non-monochromaticity" of a 
wave. 

Let us consider an electromagnetic wave whose amplitude at each 
point is a function of the time. Let ωο be some average frequency of the 
wave. Then the field of the wave, for example the electric field, a t a 
given point has the form Eo(Oe"''"°^ This field, ahhough it is of course 
not monochromatic, can be expanded in monochromatic waves, that 
is, in a Fourier integral. The amplitude of the component in this 
expansion, with frequency ω, is proportional to the integral 

J Eo(Oe'("^-"^o>'d/. 
— o o 

The factor e'̂ """""® '̂ is a periodic function whose average value is 
zero. If Eo were exactly constant, then the integral would be exactly 
zero, for ω ωο. If, however, Eo(0 is variable, but hardly changes 
over a time interval of order 1/ |ω—ωο|, then the integral is almost 
equal to zero, the more nearly the slower the variation of Eo. In order 
for the integral to be significantly different from zero, it is necessary 

t It is true that when applied to the propagation of light in vacuum these equa­
tions lead to results already known, but the important point is that in their general 
form these results are also applicable to the propagation of light in material media. 
In just this case we find an analogy to the motion of particles in an external force 
field. 

In vacuum, ω = ck, so that k = 0, ν = cn (n is a unit vector along the 
direction of propagation); in other words, as it must be, in vacuum 
the rays are straight lines, along which the light travels with velocity c.^ 
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that Eo(0 vary significantly over a time interval of the order of 
1 / | ω - ω ο | . 

We denote by the order of magnitude of the time interval during 
which the amplitude of the wave at a given point in space changes 
significantly. From these considerations, it now follows that the fre­
quencies deviating most from ωο, which appear with appreciable 
intensity in the spectral resolution of this wave, are determined by the 
condition 1 / |ω—ωο| ~ If we denote by Δω the frequency interval 
(around the average frequency ωο) which enters into the spectral 
resolution of the wave, then we have the relation 

Δ ω Δ ί - 1. ( 7 5 . 1 ) 

We see that a wave is the more monochromatic (i.e. the smaller Δω) 
the larger Δ/, i.e. the slower the variation of the amphtude at a given 
point in space. 

Relations similar to ( 7 5 . 1 ) are easily derived for the wave vector. 
Let Δχ, Δ;;, Δζ be the orders of magnitude of distances along the 
ζ axes, in which the wave amplitude changes significantly. At a given 
time, the field of the wave as a function of the coordinates has the 
form 

Eo(r)ê »̂ oT̂  

where ko is some average value of the wave vector. By a completely 
analogous derivation to that for ( 7 5 . 1 ) we can obtain the interval ISk 
of values contained in the expansion of the wave into a Fourier 
integral: 

^k^^x ~ 1, ^ky^y ~ i , ^k,^z ~ i. ( 7 5 . 2 ) 

Let us consider, in particular, a wave which is radiated during a 
finite time interval. We denote by Δί the order of magnitude of this 
interval. The amplitude at a given point in space changes significantly 
during the time Δί in the course of which the wave travels completely 
past the point. Because of the relation ( 7 5 . 1 ) we can now say that the 
"lack of monochromaticity" of such a wave, Δω, cannot be smaller 
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^ - ^ . (75.5) 

where is the order of magnitude of the deviation of the beam from 
its average direction in the xy plane and λ is the wavelength. 

On the other hand, formula (75.5) answers the question of the limit 
of sharpness of optical image formation. A beam of light whose rays, 
according to geometrical optics, would all intersect in a point, actually 
gives an image not in the form of a point but in the form of a spot. 
For the width Δ of this spot, we obtain, according to (75.5), 

Δ ~ ^ ~ 4 , (75.6) 

where θ is the opening angle of the beam. This formula can be applied 
not only to the image but also to the object. Namely, we can state that 
in observing a beam of light emerging from a luminous point, this 
point cannot be distinguished from a body of dimensions λ/ο. In this 
way formula (75.6) determines the hmiting resolving power of a 
microscope. The minimum value of Δ, which is reached for Ö 1, is λ, 
in complete agreement with the fact that the hmit of geometrical optics 
is determined by the wavelength of the light. 

than 1 /Δ/ (it can of course be larger): 

Δ ω ^ ^ . (75.3) 

Similarly, if Δχ, Δ^, Δζ are the orders of magnitude of the extension 
of the wave in space, then for the spread in the values of components 
of the wave vector, entering into the resolution of the wave, we 
obtain 

A f c . ^ ^ , Δ Α : , ^ ^ , ^ k . ^ ~ . (75.4) 

F rom these formulae it follows that , if we have a beam of light of 
finite width, then the direction of propagation of the light in such a 
beam cannot be strictly constant. Taking the χ axis along the (average) 
direction of light in the beam, we obtain 

J λ 
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P R O B L E M 

Determine the order of magnitude of the smallest width of a light beam pro­
duced from a parallel beam at a distance / from a diaphragm. 

8θίυΉθΝ. Denoting the size of the aperture in the diaphragm by we- have 
from (75.5) that the an^e of deflection ofthe beam (the "diffraction angle") is ^ Xjd, 
so that the width of the beam is of order d+(Xld)l The smallest value of this 
quantity is ~ \ / ( ^ 0 · 

§76. Fresnel diffraction 

The deviations from the laws of geometrical optics due to the finite 
wavelength of light cause the phenomena of diffraction. Diffraction 
phenomena can be observed, for example, if along the path of prop­
agation of the light there is an obstacle—an opaque body (we call it a 
screen) or if the light passes through holes in opaque screens. If the 
laws of geometrical optics were strictly satisfied, there would be beyond 
the screen regions of shadow sharply delineated from regions where 
light falls. The diffraction has the consequence that, instead of a 
sharp boundary between light and shadow, there is a quite complex 
distribution of the intensity of the hght. These diffraction phenomena 
appear the more strongly the smaller the dimensions of the screens 
and the apertures in them, relative to the wavelength. 

The problem of diffraction can be discussed in general form in 
cases of small deviation from geometrical optics, i.e. when firstly, the 
dimensions of all bodies are large compared with the wavelength 
(this requirement applies both to the dimensions of screens and also 
to the distances from them to the points of emission and observation 
of the light); and secondly when there are only small deviations of the 
light from the directions of the rays given by geometrical optics. 

To be specific, let us consider a screen with an aperture through 
which the light passes. Figure 30 shows the screen in profile (the vertical 
line); the light travels from left to right. We denote by u some one of 
the components of Ε or H , a function only of the coordinates, i.e. 
without the factor e"'""'. Our problem is to determine the field Up 
(and hence the light intensity ~ \up\^) at any point of observation Ρ 
beyond the screen. For an approximate solution of this problem in 
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cases where the deviations from geometrical optics are small, we may 
assume that at the points of the aperture the field is the same as it 
would have been in the absence of the screen. 

We introduce some surface S which covers the aperture in the 
screen and is bounded by its edges (a profile of such a surface is 
shown in Fig. 30 as a dashed line). We break up this surface into sections 
with area d/, whose dimensions are small compared with the size of 
the aperture, but large compared with the wavelength of the light. 

F I G . 3 0 

We can then consider each of these sections through which the light 
passes as if it were itself a source of light waves spreading out on all 
sides from this section. We shall consider the field at the point Ρ to be 
the result of superposition of the fields of waves coming from all the 
sections of the surface S. (This is called Huygens' principle,) 

The field produced at the point Ρ by the section d / is proportional 
to the value u of the field at the section d / itself. In addition, it is 
proportional to the projection áf„ of the area d / on the plane perpendic­
ular to the direction η of the ray coming from the light source. This 
follows from the fact that no matter what position the element d / h a s , 
the same rays will pass through it provided its projection d/„ remains 
fixed, and therefore its effect on the field at Ρ will be the same. 

When the wave is propagated from d / t o P, its phase changes by kR 
(where k is the magnitude of the wave vector of the hght and R is the 
distance from d / t o P)\ this leads to a factor exp {ikR). The wave 
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Up = constant X 
QikR 

^ d / „ ; (76.1) 

this is the mathematical form of Huygens' principle. In the approxi­
mation we are considering, the field Up depends only on the shape 
of the edge of the aperture, not on that of the screen itself or on the 
material of which it is made. 

If a light source Q and a point of observation Ρ are at finite distances 
from the screen, only a small part of the surface S near its intersection 
with the line QP will contribute significantly to the integral (76.1): 
since the deviations from geometrical optics are small, the intensity of 
the light arriving at Ρ from various points of the surface S decreases 
very rapidly as we move away from this line, which corresponds to 
propagation along a geometrical ray from source to observation 
point. Diff^raction phenomena in which only a small portion of the 
wave surface plays a role are called Fresnel diffraction phenomena. 

Let us consider the Fresnel diffraction by the straight edge of a 
screen. We choose the xz plane so that it passes through the point Q 
and the point of observation P, and the y axis on the line of the edge 
of the screen, as in Fig. 31. 

Let the distance from the light source Q to the origin be D^. We 
denote the Λ: coordinate of the point of observation Ρ by Z)^, and its 
ζ coordinate, i.e. its distance from the xy plane, by d; the region 
d ^ 0 below the xy plane is the region which according to geometrical 
optics should be in shadow (region of geometrical shadow). 

t When a wave is propagated from a point source, its intensity decreases as 
1IR ,̂ since the total energy flux is constant and is distributed over a surface which 
increases as R^. The intensity, in turn, is proportional to the square of the wave 
amplitude. 

amplitude decreases over this distance by a factor^ XjR. Thus the 
contribution to the field Up from each element of the surface S is 
proportional to df^-u&^^/R. 

The total value of Up is found by integrating over .S: 
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F I G . 31 

We now determine the distribution of light intensity on the screen 
near the edge of the geometrical shadow, i.e. for values of d small 
compared with and D^. 

As the surface of integration in (76.1) we choose the upper y ζ half­
plane. As shown above, only the region near the origin, where y and 
ζ are small compared with and Z)^, makes an important contribution 
to the integral. For this integration it is sufficient to retain only the 
rapidly varying exponentials in the integrand, regarding the factor 
\¡R as constant. 

The field u of the wave leaving Q is proportional to exp {ikR^ at a 
distance Rq. For points on the surface of integration. 

R, = ^(y2^z^^D¡) ^ Dqi-^ ( 7 H Z 2 ) , 

and the field is 

u - cxpiikRg) - exp ^'^^^¿^j · 

The distance of the point of observation is 

R = V[y' + (z-df + Dl] ^ D,^^- \y^^(z-dn 

We substitute this in (76.1). We then find 

Up exp 1D„ (76.2) 
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Here the constant factors independent of d, including the integral 
with respect to are omitted. The integration can be extended to 
infinity because the integral in (76.2) is rapidly convergent, even 
though the form of the integrand contains the assumption that 
d«D^,Dp, 

The expression (76.2) can also be written in the form 

Up ~ exp ik 
2{D, 

oo 

exp i 

l i /_L _L\ 

Dp D, 

dz. 

The hght intensity is determined by the square modulus | Up p, which 
does not contain the phase factor preceding the integral. An obvious 
substitution reduces the integral itself to 

where 

Up ^ j e"»' dη, 
—w 

(/ 2D,(D, + D,) • 

Thus, the intensity / at the point Ρ is 

(76.3) 

(76.4) 

(76.5) 

it will be shown below that lo is equal to the intensity in the illuminated 
region at points far from the edge of the shadow. 

The region of geometrical shadow corresponds to negative w. Let us 
find the form of the function I(w) for large values of IVVJ, within the 
shadow. Integrating by parts , we have 

1 . 1 
2i\w\ 2i 

άη 
-ψ 

KL \w\ 
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Integrating by parts once more on the right side of the equation, 
we obtain an expression proportional to 1/|ΜΊ'. Thus, retaining only 
the term which decreases least rapidly with increasing \ w\. 

1 
2i\w\ 

(76.6) 

Hence, for the intensity /(w), (76.5), we obtain the following asymptotic 
formula, vahd for large negative values of w: 

(76.7) 

We now consider positive values of w, that is, the illuminated region. 
We write 

+ 00 

e'̂ * άη = e^v = (1 + i 

For sufficiently large w, we can use the approximation (76.6) for the 
integral standing on the right-hand side of the equation, and we then 
easily obtain 

/ ^ / o ( i 4 - ^ " ^ " ^ ; ^ " N . (76.8) 

Thus in the illuminated region, far from the edge of the shadow, the 
intensity has an infinite sequence of maxima and minima, so that the 
ratio / / /o oscillates on both sides of unity. With increasing w, the 
amplitude of these oscillations decreases, and the positions of the 
maxima and minima steadily approach one another. 

For small w, the function /(w) has qualitatively this same character 
(Fig. 32). In the region of the geometric shadow, the intensity decreases 
monotonically as we move away from the boundary of the shadow. 
(On the boundary itself, //7o = \.) For positive w, the intensity has 
alternating maxima and minima. At the first (largest) maximum, 
/ / /o = 1.37. 
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§77. Fraunhofer diffraction 

§77 

Of special interest for physical applications are those diffraction 
phenomena which occur when a plane parallel bundle of rays is 
incident on a screen. As a result of the diffraction, the beam ceases to 
be parallel, and there is light propagation along directions other than 
the initial one. Let us consider the problem of determining the distribu­
tion over direction of the intensity of the diffracted light at large 

F I G . 3 2 

distances beyond the screen (this formulation of the problem corre­
sponds to Fraunhofer diffraction). Here we shall again restrict ourselves 
to the case of small deviations from geometrical optics, i.e. we shall 
assume that the angles of deviation of the rays from the initial direction 
(the diffraction angles) are small.^ 

Let us consider, for example, the Fraunhofer diffraction of a plane 
wave normally incident on an infinite slit (of width 2ä) with parallel 
sides cut in an opaque screen. We choose the plane of the slit as the y ζ 
plane, with the ζ axis along the slit (Fig. 33 shows a section of the 
screen). By symmetry, the light is deflected only in the xy plane. 

Let us denote by Uq the field which would exist beyond the screen if 

T This problem can be solved by starting from the general formula (76.1) and 
passing to the limit where the light source and the point of observation are at 
infinite distances from the screen. A characteristic feature of the case we are 
considering is that, in the integral, the whole surface S over which the integral is 
taken is important (in contrast to the case of Fresnel diffraction, where only a 
small part of the surface is important). However, it is simpler to treat this problem 
anew, without recourse to the general formula (76.1), and we shall now do so. 
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Uq = Uo e-i^ydy = sin ^a. (77.1) 

For small deviations from geometrical optics (small q) the compo­
nents in the expansion of the field uo can be assumed to be identical 
with the components of the actual field of the diflfracted light, so that 
formula (77.1) solves our problem. 

The wave vector k of the incident light is along the χ axis. The 
wave vector corresponding to the component Uq of the diflfracted wave 
is k ' = k + q, and lies in the xy plane at an angle θ to the χ axis which 
is small and is such that q ^ kd = ωθ|c. The intensity of light diflfract­
ed in the range dq is proportional to dq. Taking Uq from (77.1), 
we obtain for the angular distribution of the diflfracted light 

<iI=-L\-%i"^de. (77.2) 
nak Ö 2 

This is normahsed so that h is the total intensity, which is the same as 
that of the incident beam.^ 

d//de as a function of the diflfraction angle has the form shown in 
Fig. 34. As θ increases toward either side from 0 = 0, the intensity 
goes through a series of maxima with rapidly decreasing height. The 

t This is easily shown by using the well-known result 

sin^ X 

^ ÚX = π. 

geometrical optics were rigorously valid. It is an infinite strip of width 
2a cut from the plane wave. Actually, however, a wave with a limited 
cross-sectional area cannot be strictly plane (§75). In its spatial Fourier 
expansion there appear components with wave vectors having diflferent 
directions, and this is precisely the origin of the diflfraction. 

In any plane parallel to that of the slit, UQ is non-zero and constant 
for —a^y^a. We expand this field as a Fourier integral with 
respect to y\ 
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successive maxima are separated by minima at the points θ = nnlka 
(where η is an integer); at the minima, the intensity falls to zero. 

Let us consider the Fraunhofer diffraction from two screens which 
are "complementary", one having holes where the other is opaque: 
for example, an infinite sht and an infinite strip. We denote by u^^^ 
and u^Q^ the fields which would exist beyond the screens according to 

I 
I 

I 
I V 

F I G . 33 F I G . 34 

geometrical optics. Since the two sets of holes in the screens together 
form an entire plane, the sum U^Q^-\-U^Q^ is just the total incident plane 
wave; this has a quite definite direction of propagation, and so its 
Fourier component ŵ ^̂  + ŵ ^̂  = 0 for all q 0. Hence the intensities 
are such that = |Wq^^? ^nd therefore complementary screens 
give the same distribution of intensity of the diffracted light (this is 
called Babinefs principle). 

§78. Characteristic vibrations of the field 

We consider a free electromagnetic field (no charges) in some finite 
volume of space. To simphfy further calculations we assume that this 
volume has the form of a rectangular parallelepiped with sides A, B, C, 
respectively. Then we can expand all quantities characterising the 
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field in this parallelepiped in a triple Fourier series (for the three co­
ordinates). This expansion can be written (e.g. for the vector potential) 
in the form 

A = i : (a ,e 'k- + a¡:e-" -̂0, (78.1) 
k 

explicitly indicating that A is real. The summation extends here over 
all possible values of the vector k whose components run through the 
values 

= Ιπη^/Α, ky = 2nny/B, k, = 2nn,¡C, (78.2) 

where n^, ny, n^ are positive and negative integers. F rom the equation 
div A = 0 it follows that, for each k, 

k .au = 0, (78.3) 

i.e., the complex vectors a,, are perpendicular to the corresponding 
wave vectors k. The vectors a,̂  are, of course, functions of the t ime; 
they satisfy the equation 

äk + c 2 ^ % = 0. (78.4) 

If the dimensions A, B, C of the volume are sufficiently large, then 
neighbouring values of k^, ky, k^ (for which n^, ny, n^ differ by unity) 
are very close to one another. In this case we may speak of the number 
of possible values of k^, ky, k^ in the small intervals i^ky, A/ĉ . 

Since to neighbouring values of, say, k^, there correspond values of 
n^ differing by unity, the number of possible values of k^ in the 
interval ΔΑ:̂  is equal simply to the number of values of n^ in the corre­
sponding interval. Thus we obtain 

^nχ = A^k^|2π, Any = BAky/2n, An, = C Ak,/2n. 

The total number An of possible values of the vector k with components 
in the intervals Ak^, Aky, Ak^ is equal to the product An^ Any An^, 
that is, 

An = -^Ak,AkyAk„ (78.5) 

where V = ABC is the volume of the field. 
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It is easy to determine from this the number of possible values of the 
wave vector having absolute values in the interval Afc, and directed 
into the element of sohd angle Δο. To get this we need only transform 
to spherical polar coordinates in the "A: space" and write in place of 
Afeĵ  íüCy Ak^ the element of volume in these coordinates. Thus 

Δη = -^k^AkAo. (78.6) 

Finally, the number of possible values of the wave vector with absolute 
value k in the interval Ak and pointing in all directions is (we write 4η 
in place of Ao) 

An = ~^k^Ak, (78.7) 

The vectors a,̂  as functions of the time behave like simply periodic 
functions with periods = cfc (see (78.4)). We present the expansion 
of the field in such a form that it appears as an expansion in propagat­
ing plane waves. To do this we assume that each of the a,̂  depends on 
the time through the factor e"'"^*': 

ak - e-'"̂ *', ω/t = ck. (78.8) 

Then each individual term in the sum (78.1) is a function only of the 
difference k*r—ω^/, which corresponds to a wave propagating in the 
direction of the vector k. 

We calculate the total energy 

£ = ^\(E^-{-H^áV 
on 

of the field in the volume F , expressing it in terms of the quantities â . 
For the electric field we have 

c c^ 

or, keeping in mind (78.8), 

Ε = / X Ä:(ake'»*-' - aje-'*^'). (78.9) 
k 
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C2 

for which we obtain 

Anc E X H d K , 

This result could have been anticipated in view of the relation between 
the energy and momentum of a plane wave (see §69). 

For the magnetic field Η = curl A, we obtain 

K 
When calculating the squares of these sums, we must keep in mind that 
all products of terms with wave vectors k k' give zero on integration 
over the whole volume, since such terms contain factors of the form 
e* ' ^ ' , q - k ± k ' , and the integral, e.g. 

A 
J e'(2-/^)''X^djc, 
0 

with integer n^ different from zero, gives zero. In those terms from 
which the exponentials drop out, integration over áV gives just the 
volume F . 

As a resuh, we obtain 

¿ = ¿ Z { * ' a u . a | ; + (kXaO-(kXaí ) } . 

Since «k = 0, we have 

(kXau)-(kXaí) = fc^au-aí, 

and we obtain finally 

¿ = X^K, c5k = AK-aj. (78.11) 

Thus the total energy of the field is expressed as a sum of the energies 
c5k associated with each of the plane waves individually. 

In a completely analogous fashion, we can calculate the total momen­
tum of the field, 

1 
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(78.13) 

The Hamiltonian of the field is obtained by substituting these 
expressions in the energy (78.11): 

a5 = Σ = Σ + ωΐφ. (78.14) 
k k 

Then Hamilton's equations Θ^/ΘΡ^ = coincide with P,^ = Q,^, 
which is thus a consequence of the equations of motion. (This was 
achieved by an appropriate choice of the coefficient in (78.13).) The 
equations of motion 8^ /9Q,^ = —Pk become the equations 

Qk + ω|Qk = 0, (78.15) 

that is, they are identical with the equations of the field. 
Each of the vectors and P^ is perpendicular to the wave vector 

k, i.e. has two independent components. The direction of these vectors 
determines the direction of polarisation of the corresponding traveUing 
wave. Denoting the two components of the vector Q,̂  (in the plane 
perpendicular to k) by ökj, J = 1, 2, we have 

J 
and similarly for P,^. Then 

^ = Σ ^ k ; , ^ k ; = UPlj+c^lÖi))' (78.16) 
ky 

The expansion (78.1) succeeds in expressing the field in terms of a 
series of discrete variables (the vectors a^), in place of the description 
in terms of a continuous series of variables, which is essentially what is 
done when we give the potential A(x, y, z, t) at all points of space. 
We now make a transformation of the variables a^, which has the 
result that the equations of the field take on a form similar to the 
canonical equations (Hamilton's equations) of mechanics. 

We introduce the real "canonical variables" and according 
to the relations 
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We see that the Hamihonian spHts into a sum of independent terms 
^ i^j , each of which contains only one pair of the quantities ß^j, A j -
Each such term corresponds to a travelling wave with a definite wave 
vector and polarisation. The quantity 76^. has the form of the Hamilto­
nian of a one-dimensional "oscillator", executing a simple harmonic 
vibration. For this reason, one sometimes refers to this result as the 
expansion of the field in terms of oscillators. 
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RADIATION OF E L E C T R O M A G N E T I C 
WAVES 

§79. The retarded potentials 

Let us derive the equations determining the potentials of the field 
produced by moving charges. To do this we repeat the derivation given 
in §68, but now do not assume that the charge and ciwrent densities 
are zero. 

Substituting the definitions 

Ε = - νφ , Η = curl A (79.1) 
c ot 

in the equation 
4 π . 1 9E 

c u r l H = — 

we get 

cu r l cu r lA = - Δ Α - f g r a d d i v A = — j — 5 - ^ t ö - - grad 
C (r ot* Ot 

(79.2) 

(where we have interchanged the order of the operations grad and 
a /8/ in the last term). 

As the supplementary condition on the potentials we now choose 

d i v A + - ^ = 0. (79.3) 
c ot 

2 4 8 
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t The condition (79.3) is more general than the conditions φ = 0, div A =̂  0 
that were used in §68; potentials that satisfy the latter conditions also satisfy 
(79.3). Unlike those conditions, the Lorentz condition has an invariant character: 
potentials that satisfy it in one frame of reference also satisfy it in every other 
frame of reference. This is clear from the fact that the condition (79.3) can be written 
in a four-dimensional invariant form: 

This condition is called the Lorentz condition, and the potentials 
satisfying it are said to be in the Lorentz gauged Then the last terms 
on both sides of (79.2) cancel and we arrive at the equation 

Similarly, substituting (79.1) in the equation div Ε = 4πρ, we get 

" " 7 ^ d i v A - Δ φ - 4πρ, 

or, expressing div A from the condition (79.3), 

Δ < / ' - ^ | ^ - - 4 π ρ . (79.5) 

Equations (79.4), (79.5) are the desired equat ions. For constan 
fields, these reduce to the already familiar equations (59.4) and (65.4) 
and for variable fields without charges, to the homogeneous wave 
equation. 

As we know, the solution of the inhomogeneous linear equations 
(79.4) and (79.5) can be represented as the sum of the solution of these 
equations without the right-hand side, and a particular integral of 
these equations with the right-hand side. To find the particular solution, 
we divide the whole space into infinitely small regions and determine 
the field produced by a charge located in one of these volume elements. 
Because of the linearity of the field equations, the actual field will be 
the sum of the fields produced by all such elements. 

The charge de in a given volume element is, generally speaking, a 
function of the time. If we choose the origin of coordinates in the 
volume element under consideration, then the charge density is 
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dR \ dR) c2 9í2 
= 0. 

To solve this equation, we make the substitution φ = %{R, t)/R. 
Then, we find for χ 

But this is the equation of plane waves, whose solution has the form 

χ=f,[t-{R¡c)^Λ-fAtHR|c)l 

Since we only want a particular solution of the equation, it is 
sufficient to choosc only one of the functions / i and / i . Usually it 
turns out to be convenient to take f2 = 0 (concerning this, see below). 
Then, everywhere except at the origin, φ has the form 

φ = ÉL·p£lL. (79.8) 
κ 

So far the function χ is arbitrary; we now choose it so that we also 
obtain the correct value for the potential at the origin In other words, 
we must select χ so that at the origin equation (79.6) is satisfied. This is 
easily done, noting that as -> 0, the potential increases to infinity, 
and therefore its derivatives with respect to the coordinates increase 
more rapidly than its time derivatives. Consequently SLSR 0, we can, 
in equation (79.6), neglect the term (\lc^){dmdt^) compared with Αφ. 

Q = áe{t) á(R), where R is the distance from the origin. Thus we must 
solve the equation 

A«/» - ¿ 1̂  = - 4 ^ dKO m- (79.6) 

Everywhere, except at the origin, ó(R) = 0, and we have the equation 

Α φ - ^ ^ = 0. (79.7) 

It is clear that in the case we are considering φ has central symmetry, 
i.e., φ is a function only of R. Therefore if we write the Laplace 
operator in spherical coordinates, (79.7) reduces to 

1 d ί,^φ\ 1 
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Φ = R 

From this it is easy to get to the solution of equation (79.5) for an 
arbitrary distribution of charges ρ(χ, y, ζ, t). To do this, it is sufficient 
to write de = ράν (dV is the volume element) and integrate over the 
whole space. To this solution of the inhomogeneous equation (79.5) 
we can still add the solution φο of the same equation without the right-
hand side. Thus, the general solution has the form 

^ρ[τ\ί-(Ρ/€)]άν'+φο, (79.9) 

R = Γ - Γ ' , d F ' = d j c ' d / d z ' 
where 

Γ = (χ, y, ζ), r' = (χ', y\ ζ')\ 

R is the distance from the volume element dV' to the "field po in t" at 
which we determine the potential. We shall write this expression 
briefly as 

Φ= Í - ^ - ^ d F + c ^ o , (79.10) 

where the subscript means that the quantity ρ is to be taken at the 
time t—(R/c), and the prime on d F has been omitted. 

Similarly we have for the vector potential 

A = l 
c 

)±ill^dV+Ao, (79.11) 

where Ao is the solution of equation (79.4) without the right-hand term. 
The potentials (79.10) and (79.11) (without φο and Ao) are called the 

retarded potentials. 
If the charges are at rest (i.e. density ρ independent of the time), 

formula (79.10) goes over into the known formula (59.9) for the electro­
static field potential; for the case of stationary motion of the charges. 

Then it goes over into the familiar equation (59.10) leading to Coulomb's 
law. Thus, near the origin, (79.8) must go over into Coulomb's law, 
from which it follows that %{t) = áe(t), that is, 

de[t-(Rlc)] 
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In the frame of reference in which the particle is at rest at time t\ 
the potential at the point of observation at time t is just the Coulomb 

formula (79.11), after averaging, goes over into formula (65.5) for the 
vector potential of a constant magnetic field. 

The quantities Ao and φο in (79.10) and (79.11) are to be determined 
so that the conditions of the problem are fulfilled. To do this it is 
clearly sufficient to impose initial conditions, that is, to fix the values 
of the field at the initial time. However, we do not usually have to deal 
with such initial conditions. Instead we are usually given conditions 
at large distances from the system of charges throughout all time. Thus, 
we may be told that radiation is incident on the system from outside. 
Corresponding to this, the field which is developed as a result of the 
interaction of this radiation with the system can differ from the external 
field only by the radiation originating from the system. This radiation 
emitted by the system must, at large distances, have the form of waves 
spreading out from the system, that is, in the direction of increasing R. 
But precisely this condition is satisfied by the retarded potentials. Thus 
these solutions represent the field produced by the system, while φο 
and Ao must be put equal to the external field acting on the system. 

§80. The Lienard-Wiechert potentials 

Let us determine the potentials for the field produced by a point 
charge executing an assigned motion along a path r = ro(0. 

According to the formulae for the retarded potentials, the field at 
the point of observation P(x, y, z) at time t is determined by the state 
of motion of the charge at the earher time t\ for which the time of 
propagation of the light signal from the point Το{1'), where the charge 
was located, to the field point Ρ just coincides with the difference 
t—f. Let R(0 = Γ—Γο(0 be the radius vector from the charge e to the 
point P\ hke ro(0 it is a given function of the time. Then the time is 
determined by the equation 

r ^ ^ ^ = t. (80.1) 
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c{t~tr 

we find that the required four-vector is 

where is the four-velocity of the charge, = [c(t—f), r —r'], 
where x\ y\ z\ t' are related by the equation (80.1). This equation 
has an invariant character, since it can be written in invariant form: 

R,R' = 0. (80.4) 

Now once more transforming to three-dimensional notation, we obtain, 
for the potentials o f the field produced by an arbitrarily moving point 
charge, the following expressions: 

e e\ 
^ = R-yRIc ' c ( Ä - y . R / c ) ' ^^^"^^ 

where R is the radius vector, taken from the point where the charge is 
located to the point of observation P , and all the quantities on the 
right-hand sides of the equations must be evaluated at the time t\ 
determined from (80.1). The potentials o f the field, in the form (80.5), 
are called the Lienard-Wiechert potentials. 

To calculate the intensities of the electric and magnetic fields from 
the formulae 

1 8A 
Ε = ^ y - - g r a d 0 , Η = curl A, 

potential, 

Φ = --^γ^ A - 0 . (80.2) 

The expressions for the potentials in an arbitrary reference frame 
can be found directly by finding a four-vector which for ν = 0 co­
incides with the expressions just given for φ and A. Noting that, accord­
ing to (80.1), φ in (80.2) can also be written in the form 

Φ = 
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dR _dR^dt^_ i._dr\ 
~ df dt ~ X dt) dt 

^ ^ dR dR ^ , dR 
^ Ξ — = - — - g r a d í + 3 ^ - ^ - c g r a d í . 

(80.6) 

We find the derivative dR/dt' by differentiating the identity R^ = 
and substituting 9R/8 / ' = —v(0 (where the minus sign occurs because 
R is the radius vector from the charge e to the point P, while the velocity 
is the time derivative of the coordinates of the charge); then 

dR/dt' = - R . v / P . 

The other derivative is 

dR/dr = R/R, 

Substituting these values in (80.6), we find 

With the aid of these formulae, there is no difficulty in carrying out 
the calculation of the fields Ε and H. Omitting the intermediate 
calculations, we give the final results: 

(80.8) 

Η = - ¿ R X E . (80.9) 
R 

we must differentiate φ and A with respect to the coordinates x, y, ζ 
of the point, and the time t of observation. But the formulae (80.5) 
express the potentials as functions of t\ and only through the relation 
(80.1) as implicit functions of x, y, z, /. Therefore to calculate the 
required derivatives we must first calculate the derivatives of t'. 
Differentiating the relation R(t') = c{t—t') with respect to t and r, we get 
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§81. The field of a system of charges at large distances 

Let us consider the field produced by a system of moving charges at 
distances large compared with the dimensions of the system. 

We choose the origin of coordinates O anywhere in the interior of 
the system of charges. The position vector from O to the point P , 
where we determine the field, we denote by Ro, and the unit vector 
in this direction by n. Let the position vector of the charge element 
de = ρ d F be r, and the radius vector from de to the point Ρ be R. 
Obviously R = Ro—r. 

At large distances from the system of charges, Rq r, and we have 
approximately 

R = ( R o - r | ^ P o - r n . 

We substitute this in formulae (79.10), (79.11) for the retarded poten­
tials. In the denominator of the integrands we can neglect r«n compared 
with jRo. In t—R/c, however, this is generally not permissible; whether 
it is possible to neglect these terms is determined not by the relative 
values of Ro/c and r -n /c , but by how much the quantities ρ and j 
change during the time r-n/c . Since Rq is constant in the integration 
and can be taken out from under the integral sign, we get for the 

Here, ν = 8ν /9 / ' ; all quantities on the right-hand sides of the equations 
refer to the time It is interesting to note that the magnetic field 
turns out to be everywhere perpendicular to the electric field. 

The electric field (80.8) consists of two parts of difierent type. The 
first term depends only on the velocity of the particle (and not on its 
acceleration) and varies at large distances hke IjR^, The second term 
depends on the acceleration, and for large R it varies like 1 JR. Later 
we shall see that this latter term is related to the electromagnetic 
waves radiated by the particle. 

As for the first term, since it is independent of the acceleration it 
must correspond to the field produced by a uniformly moving charge. 
In fact, one can show (we omit the proof) that the field given by this 
term is identical with the field (61.5). 
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A = 

Ro 

1 
~cRq 

At sufficiently large distances from the system of charges, the field 
over small regions of space can be considered to be a plane wave. For 
this it is necessary that the distance be large compared not only with 
the dimensions of the system, but also with the wavelength of the 
electromagnetic waves radiated by the system. We refer to this region 
of space as the wave zone of the radiation. 

In a plane wave, the fields Ε and Η are related to each other by 
(69.4), Ε = H X n . Since Η = curl A, it is sufficient for a complete 
determination of the field in the wave zone to calculate only the vector 
potential. In a plane wave we have Η = ( l / c )ÄXn [see (69.3)], where 
the dot indicates differentiation with respect to time. Thus, knowing 
A, we find Η and Ε from the formulae^ 

Η = - Axn, Ε = ~ ( Ä X n ) X n . (81.3) 
c c 

We note that the field at large distances is inversely proportional 
to the first power of the distance Rq from the radiating system. We 
also note that the time t enters into the expressions (81.1) - (81.3) 
always in the combination t—Ro/c. 

The radiated electromagnetic waves carry off* energy. The energy 
flux is given by the Poynting vector, which, for a plane wave, is 

S = c -¡— η. 
An 

The intensity d / of radiation into the element of solid angle do is 

t The formula Ε = - ( l / c ) A [see (69.3)] is here not applicable to the potentials 
φ , A, since they do not satisfy the same auxiliary conditions as were imposed on 
them in §69. 

potentials of the field at large distances from the system of charges 
the expressions 

' Q,-R,c^...ic^V^ (81-1) 

U.o/c+r.n/cdK. (81.2) 
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Since the field His inversely proportional to RQ, we see that the amount 
of energy radiated by the system in unit time into the element of sohd 
angle ao is the same for all distances (if the values of t—Ro/c are the 
same for them). This is, of course, as it should be, since the energy 
radiated from the system spreads out with velocity c into the surround­
ing space, not accumulating or disappearing anywhere. 

§82. Dipole radiation 

The time r^n/c in the integrands of the expressions (81.1) and (81 2) 
for the retarded potentials can be neglected in cases where the distri­
bution of charge changes little during this time. It is easy to find the 
conditions for satisfying this requirement. Let Τ denote the order of 
magnitude of the time during which the distribution of the charges 
in the system changes significantly. The radiation of the system will 
obviously contain periods of order Τ (i.e. frequencies of order 1 IT). 
We further denote by a the order of magnitude of the dimensions of 
the system. Then the time r«n/c ^ a/c. In order that the distribu­
tion of the charges in the system shall not undergo a significant 
change during this time, it is necessary that a/c <^ T. But cT is just 
the wavelength λ of the radiation. Thus the condition a <^cT can 
be written in the form 

α « λ , (82.1) 

that is, the dimensions of the system must be small compared with 
the radiated wavelength. 

This condition can be written in still another form by noting that 

defined as the amount of energy passing in unit time through the 
element d / = Rl ao of the spherical surface with centre at the origin 
and radius RQ. This quantity is clearly equal to the energy flux density 
S multiplied by d/, i.e. 

άΙ= c^Rláo. (81.4) 
47Γ 
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cRo it'dV, (82.3) 

where the time /' = t—Ro/c now no longer depends on the variable 
of integration. Substituting j = ρν, we rewrite (82.3) in the form 

(the summation goes over all the charges of the system; for brevity, 
we omit the index ί'—all quantities on the right-hand side of the 
equation refer to time / ' ) . But 

where d is the dipole moment of the system. Thus, 

With the aid of formulae (81.3) we find that the magnetic field is 
equal to 

Η = ^ ä X n , (82.5) 

Τ ^ alv, so that λ ~ ca/v, if ν is of the order of magnitude of the 
velocities of the charges. F rom α « : A, we then find 

V « c, (82.2) 

that is, the velocities of the charges must be small compared with the 
velocity of light. 

We shall assume that this condition is fulfilled, and consider the 
radiation at distances from the radiating system large compared with 
the wavelength (and consequently, in any case, large compared with 
the dimensions of the system). As was pointed out in §81, at such 
distances the field can be considered as a plane wave, and therefore 
in determining the field it is sufficient to calculate only the vector 
potential. 

The vector potential (81.2) of the field now has the form 
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and the electric field to 

E = ^ ( ä X i i ) X n . (82.6) 

We note that, in the approximation considered here, the radiation 
is determined by the second derivative of the dipole moment of the 
system. Radiation of this kind is called dipole radiation. 

Since d = Zer, 3 = Ze\. Thus the charges can radiate only if they 
move with acceleration. Charges in uniform motion do not radiate. 
This also follows directly from the principle of relativity, since a 
charge in uniform motion can be considered in the inertial frame in 
which it is at rest, and a charge at rest does not radiate. 

Substituting (82.5) in (81.4), we get the intensity of the dipole 
radiat ion: 

= ¿ = ^^ ^̂ -̂̂^ 
where θ is the angle between ä and n. This is the amount of energy 
radiated by the system in unit time into the element of sohd angle do. 
We note that the angular distribution of the radiation is given by 
the factor sin^ Θ. 

Substituting do = 27Τ sin θ dd and integrating over θ from 0 to ττ, 
we find for the total radiation 

I = ~a^. (82.8) 

If we have just one charge moving in the external field, then ά = er 
and 3 = ew, where w is the acceleration of the charge. Thus the total 
radiation of the moving charge is 

We can perform a spectral resolution of the radiation emitted by 
the system. It is obvious that the emission of a particular mono­
chromatic component of the radiation is due to the corresponding 
component of the dipole moment of the system, d(/). In treating the 
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3c3 

We can express the Fourier components of the vector ä(r) in terms 
of the Fourier components of the vector d(0. To do this we note that 
each term in the expansion of d(i) as a series or as an integral must 
be obtained by a time differentiation of the corresponding term in the 
expansion of d(0, i.e., 

α α , 6 - - ' = ^ ( d « , e - - 0 = - ω 2 d α , e - - ^ 

so that 

Therefore 

αα, = - ω 2 d « , . (82.11) 

Ιη=^~^\^η?. (82.12) 

We have to work with the Fourier integral expansion in the case 
of radiation accompanying the coUision of charged particles (brems-
Strahlung), Here the quantity of interest is the total amount of energy 
radiated during the course of the collision. Let d<5^ be the energy 
radiated in the form of waves with frequencies in the interval between 
ω and ω + άω. According to (72.8) we obtain it from the formula for 

problem we must distinguish the cases of expansion in a Fourier 
series or in a Fourier integral. 

If the charges execute a periodic motion (with frequency coo), then 
the dipole moment (and with it the radiation field) must be expanded 
in Fourier series. According to the general formula (72.4) the intensity 
of a monochromatic component (with frequency ω = ηω^) is obtained 
from the formula for the average intensity of the radiation, 

/ = ^ ä ^ , (82.10) 

by replacing the mean square by twice the squared modulus of the 
corresponding Fourier component: 

A . . . . 
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Δ<5 = 
3c3 a^d/, (82.13) 

by replacing the integral by the expression 2\ΐ^^\^άωΙ2π·. 

^'^-' " ¿ = Κ?άω. (82.14) 

We note that a closed system consisting of particles all with the 
same charge-to-mass ratio cannot emit dipole radiation: for such a 
system the dipole moment 

Ú = y ex = Y —mr = c o n s t a n t x Y mr, 
^ ^ m ^ 

where the constant is the charge-to-mass ratio common to all the 
particles. But Zmx = R Σηι, where R is the position vector of the 
centre of mass of the system (all velocities ν <KC,SO that non-relativ­
istic mechanics is apphcable). Thus d is proport ional to the acceleration 
of the centre of mass, and is thus zero, since the centre of mass moves 
uniformly. 

If dipole radiation is absent, we must go to higher terms in the 
expansion of the potentials in powers oí a/λ in order to find the energy 
radiated by the system. In the next approximation (after the dipole 
radiation) we find radiation resulting from the oscillations of both 
the electric quadrupole moment of the system and its magnetic moment. 

P R O B L E M S ^ 

P R O B L E M 1. Find the radiation from a dipole d, rotating in a plane with constant 
angular velocity Ω. 

S O L U T I O N . Choosing the plane of the rotation as the xy plane, we have 

¿4 = do cos Ωί, d^ = do sin Ω/. 

Since these functions are monochromatic, the radiation is also monochromatic, 
with frequency ω = Ω. From formula (82.7) we find for the angular distribution 

t In all the problems it is assumed that all particle velocities v<zc. 

the total energy of the radiation, 
oo o o 

2 
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3c^ \ W i W 2 / J 3c^ \mi /Wg / j 

— 00 —00 

For a head-on collision the relative velocity ν is determined from 

μν^ eyß^ _ μνΐ. 

% O, 

where is the velocity at infinity. Substituting di = dr/t; in the integral, replacing 
the integral over / by an integral over r from 0 0 to Γ ^ ΐ η = ^βιβζ/μνί^ and from 
Tmin to 0 0 , 

dr 

Computing the integral, we find 

45^1^2 \ JTli ttif J 

P R O B L E M 3. Determine the total radiation during the passage of one charge past 
another, if the velocity is so large (though still small compared with c) that the 
deviation from straight-line motion can be assumed to be smaU. 

S O L U T I O N . The angle of deflection is small ιίμν^» e^ezlQ (i.e. the kinetic energy 
μν^β is large compared with the potential energy, of order βχβ^Ιο)^ For rectilinear 

of the radiation (averaged over the period of the rotation) 

d / = 4 R ^ ( l + c o s 2 ^ ) d ö , 
QTKT 

where ^ is the angle between the direction η of the radiation and the ζ axis. The 
total intensity is 

^ ~ 3c3 ~ · 

P R O B L E M 2. Determine the total radiation in the head-on collision of two particles 
repelling one another. 

S O L U T I O N . Choosing the coordinate origin at the centre of mass of the particles, 
we find for the dipole moment of the system 

where the subscripts 1 and 2 refer to the two particles, r = fj—rg is the radius 
vector joining them, and μ = mimzKmi+mz) is their reduced mass. The equation 
of the relative motion of the particles is 

ρ = μ^ = - 7 3 -

{βιβ2 > 0). According to (82.13), the total energy of the bremsstrahlung is 
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\ηΐ2 ηΐ2 / 
P R O B L E M 4. Find the formula for the spectral resolution of bremsstrahlung in the 

limit of low frequencies.t 

S O L U T I O N . In the integral 

the acceleration ν is significantly diff'erent from zero only during a time interval 
~ T . Therefore for frequencies ω < ί 1/τ we may assume that in the integrand 
ωί « 1 and accordingly put e*""' ^ 1. Then 

^"^ ~ ^\~mx ~ m^) / ^~ {jth '^) 
— oo 

where Δρ is the change in the momentum of the relative motion ρ = |i/v because of 
the collision. According to (82.14) the energy radiated in the frequency range dω is 

We note that this distribution is independent of frequency, i.e. áSJdω tends to a 
constant limit as ω 0. 

P R O B L E M 5. Determine the intensity of the radiation from a charge moving in a 
circular path in a constant uniform magnetic field. 

S O L U T I O N . From formula (82.9) we find 

2 ^ i f V 
3 m V 

§83. Radiation from a rapidly moving charge 

Now let us consider a charged particle moving in an external field 
with a velocity which is not small compared with the velocity of light. 
To solve this problem, it is convenient to use the Lienard-Wiechert 

t In the spectral resolution of the bremsstrahlung, the main part of the intensity 
is at frequencies ω 1 /τ, where τ is of the order of the duration of the collision. 
Correspondingly, by small frequencies we here mean ω «: 1/τ. 

motion with speed v, r = ^i*), where ρ is the impact parameter. Substituting 
in formula (1) of Problem 2 and calculating the integral, we find 
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expressions for the fields, (80.8) and (80.9). At large distances we 
must retain only the term of lowest order in 1 /R [the second term in 
(80.8)]. Introducing the unit vector η in the direction of the radiation 
(R = nJR), we get the formulae 

β n X { ( n - v / c ) X w } „ _ „ y p . / o . ιλ 
( l - n . y / c ) 3 ' H - n X E , (83.1) 

where all the quantities on the right-hand sides of the equations refer 
to the retarded time f = t—R/c. 

The intensity radiated into the solid angle do is proportional to E^, 
The angular distribution of the radiation is, in general, quite com­
plicated. In the uhra-relativistic case, 1 - t ? / c 1, it has a characteristic 
property which is related to the presence of high powers of the 
difference 1—v«n/c in the denominators: the intensity is large within 
the narrow range of angles in which the diflference 1—v«n/c is small. 
Denoting by θ the small angle between η and v, we have 

, - ^ c o , « . 1 - 1 + ̂ . 5 . ( 1 - ^ + « . ) . (83.2) 

This diflference is small if 

θ - VU-(v^lñl (83.3) 

Thus an ultra-relativistic particle radiates mainly along the direction 
of its own motion, within the small range (83.3) of angles around the 
direction of its velocity. 

The amount of energy radiated during time at into the element of 
solid angle do is 

^-^E^R^do^dt. (83.4) 

In calculating the intensity of the radiation we must now distinguish 
between two ways of defining it. 

In (83.4) dt is the time interval at the field point, so that the express­
ion in parentheses is the intensity defined as the energy of the radia­
tion received by the observer in unit time. But because of the retardation 
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P R O B L E M 

Determine the intensity of the radiation from an ultra-relativistic particle, 
moving in a circular path in a constant uniform magnetic field. 

S O L U T I O N . For the case where the acceleration and the velocity are at right angles, 
the calculation from ( 8 3 . 1 ) and ( 8 3 . 6 ) gives 

d / - _ _ J (l-t;7c2)sin-öcos^(/) \ 
~ 4nc^ I [1 - (v/c) cos 0]=̂  [1 - (v/c) cos (9p / ' 

where Θ is the angle between π and v, and φ is the azimuthal angle of the vector η 
with respect to the plane passing through ν and w. In the ultra-relativistic case the 
small-angle region is the most important. In the region of small Θ, 

^ { [ 1 -(^.2/e2) + ö^]3-[l-(^;Vc^) + öψ"^^ ^Γ"' 
where the element of solid angle ao = sin Θάθάφ ^ ΘάΘ άφ. Because of the rapid 
convergence of the integral over Ö, in calculating the total intensity we can extend 
this integral from 0 to oo . The result is 

3m^c^[l-{v^c^)] ' 
In this formula we have inserted the expression for the acceleration during circular 
motion in a magnetic field H: 

evH //. eH 
mc 

during the propagation of the wave from the radiating particle to the 
field point, the interval dt is not the same as the time interval df 
during which the energy (83.4) was radiated by the moving particle. 
According to (80.7) we have 

dr = ^ d . ' = ( l - ^ ) d ^ (83.5) 

If we define the intensity as the energy radiated by the particle per 
unit time, it is therefore equal to 

For V <^c{as was assumed in §82) the factor 1—η ·v/c can be replaced 
by unity, so that the two definitions of the intensity coincide. 
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§84. Radiation damping 

Tiie radiation of electromagnetic waves by moving charges results 
in a loss of energy by them. The reaction of this loss on the motion 
of the charges can be described by introducing corresponding "fric­
tional forces" f into the equations of motion. 

Let us consider a system of charges executing a stationary motion 
with non-relativistic velocities (v « : c). The average loss of energy 
from the system (per unit time) is equal to the average intensity of 
the radiation (82.10). We choose the forces f so that this energy loss 
can be represented as the average work of these forces. The work of the 
force f per unit time is equal to the product f · v, where ν is the velocity 
of the particle. Thus we must have 

Σ ^ ο = —^^ (84.1) 

(where the sum goes over all the particles of the system). 
It is easy to see that this requirement is satisfied by the forces 

i.=^d. (84.2) 

For we have 

Σ f. ·ν« - ¿ 5 · Σ e.y. ¿ d-.d = ¿ A _ A - á , 

On averaging, the first term, which contains a total time derivative, 
vanishes (cf. the footnote on p. 205), and we arrive at (84.1). The 
forces (84.2) are called radiation damping or Lorentz frictional forces. 

Radiation damping also occurs for the motion of a single particle 
in an external field. In this case d = ef, and the equation of motion, 
including the forces (84.2), has the form 

e 2ß2 
my = ^ E 4 — v X H + ^ v . (84.3) 

c 3c^ 

Nevertheless, we must keep in mind that the description of the 
action of the charge "on itself" with the aid of the damping force is 
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somewhat unsatisfactory, and contains contradictions. For, in the 
absence of an external field, equation (84.3) reduces to 

2e^ 
3c^ 

This equation has, in addition to the trivial solution ν = constant, 
another solution in wliich the acceleration ν is proportional to exp 
i^mcHße'^), that is, increases indefinitely with the time. This means, 
for example, that a charge passing through any field, upon emergence 
from the field, would have to be infinitely "self-accelerated". The 
absurdity of this result is evidence for the limited applicabifity of 
formula (84.3). 

One can raise the question of how electrodynamics, which satisfies 
the law of conservation of energy, can lead to the absurd result that 
a free charge increases its energy without limit. Actually the root of 
this difficulty lies in the earlier remarks (§60) concerning the infinite 
electromagnetic "intrinsic mass" of elementary particles. When in the 
equation of motion we write a finite mass for the charge, then in 
doing this we essentially assign to it formally an infinite negative 
"intrinsic mass" of non-electromagnetic origin, which together with 
the electromagnetic mass should result in a finite mass for the particle. 
Since, however, the subtraction of one infinity from another is not 
an entirely correct mathematical operation, this leads to a series of 
further difficulties, among which is the one mentioned here. 

Since the damping force thus leads to contradictory results, express­
ion (84.2) is vahd only if this force is small compared with the force 
exerted on the charge by the external field. 

§85. Scattering by free charges 

If an electromagnetic wave is incident on a system of charges, then 
under its action the charges are set in motion. This motion in turn 
produces radiation in all directions; there occurs, we say, a scattering 
of the original wave. 

The scattering is conveniently characterised by the rat io of the 
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amount of energy emitted by the scattering system in a given direction 
per unit time, to the energy flux density of the incident radiation. This 
ratio has the dimensions of area, and is called the scattering cross-
section (cf §15). 

Let dl be the energy radiated by the system into sohd angle do per 
unit time for an incident wave with Poynting vector S. Then the cross-
section for scattering (into the sohd angle do) is 

da = áIIS (85.1) 

(the bar over a symbol means a time average). The integral σ of dor 
over all directions is the total scattering cross-section. 

Let us consider the scattering produced by a free charge at rest. 
Suppose there is incident on this charge a plane monochromatic 
linearly polarised wave. Its electric field can be written in the form 

Ε = Eo cos ( ω / - k · Γ + α ) . 

We shall assume that the velocity acquired by the charge under the 
influence of the incident wave is small compared with the velocity of 
light (which is almost always the case). Then we can consider the force 
acting on the charge to be eE, while the force (e/c)vXH due to the 
magnetic field can be neglected. In this case we can also neglect the 
effect of the displacement of the charge during its oscillations under 
the influence of the field. If the charge executes oscillations about the 
origin, then we can assume that the field which acts on the charge is 
at all times the same as that at the origin, that is, 

Ε = Eo cos (ω /+α) . 

Since the equation of motion of the charge is 

mf = eE 

and its dipole moment d = er, then 

d = e2 E / ^ , (85 2) 

To calculate the scattered radiation, we use formula (82.7) for 
dipole radiation (this is justified, since the velocity acquired by the 
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charge is assumed to be small). We also note that the frequency of the 
wave radiated by the charge (i.e. scattered by it) is clearly the same as 
the frequency of the incident wave. 

Substituting (85.2) in (82.7), we find 

On the other hand, the Poynting vector of the incident wave is 

S = cE^jAn. (85.3) 

From this we find, for the cross-section for scattering into the solid 
angle do, 

άσ = (e^/mc^^ sin^ θ do, (85.4) 

where θ is the angle between the direction of scattering (the vector n), 
and the direction of the electric field Ε of the incident wave. We see 
that the scattering cross-section of a free charge is independent of 
frequency. 

To determine the total cross-section a, we choose the polar axis 
along E. Then do = sin θ dO dφ', substituting this and integrating 
with respect to θ from 0 to n, and over φ from 0 to lit, we find 

(This is Thomson's formula.) 

P R O B L E M S 

P R O B L E M 1. Find the cross section άσ for the scattering of an unpolarised wave 
(natural light). 

S O L U T I O N . We must average (85.4) over all directions of the vector Ε in the plane 
perpendicular to the direction of propagation of the incident wave (the direction 
of the wave vector k). We choose the ζ axis along the direction of k, and the χ axis 
along E. Then the cosine of the angle Θ between the directions of η and E, i.e. the 
projection of the unit vector η on the χ axis, is cos Ö = sin ^ cos φ, where ϋ· and φ 
are the polar angle and azimuth of the direction n. Averaging over all directions 
of Ε in the plane perpendicular to k is equivalent to averaging over the azimuth φ. 
We find 

sin^ö = l - i s i n 2 ^ = Kl+cos^i^), 
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i > ' ( l - ~ c o s ö ' ) = c ü ^ l - - ^ c o s O J , 

where 0 and θ' are the angles made by the directions of the incident and scattered 
waves with the direction of v. 

P R O B L E M 3. Find the cross-section for scattering of a linearly polarised wave by 
a space oscillator—a charge executing small oscillations (under the influence of 
some elastic force) with frequency WQ. Include the effects of radiation damping. 

S O L U T I O N . We write the equation of motion of the oscillator in the incident 
wave in the form 

Γ+ω^Γ = — Eoe-<«>'-f,^—3 r. m 5m(r 

In the damping force (the second term on the right) we can substitute approximately 
r = -cü§r; then we find 

τΛ-γτ^ωΙτ - (ejm) EQ e-'«^^ γ = (2e2/3wc>?. 

From this we obtain for forced oscillations 

Γ = —5 5 ; . 
m ωΐ—ω^-ιωγ 

The further calculation is done as in the text (the computation of the average of the 
square of a complex quantity should be done as in the footnote on p. 2 1 9 ) . The 
result for the scattering cross-section is 

8π / γ ω\ 
\mc 3 \mcV (ω2-ω«)«+ων' 

§86. Scattering by a system of charges 

The scattering of electromagnetic waves by a system of charges 
differs from the scattering by a single charge (at rest), first of all in 
the fact that, because of the presence of internal motion of the charges 

and, substituting in (85.4), we obtain 
da = }(eV/wc2)2(l+cos2^) do. 

P R O B L E M 2 . Find the frequency ω' of light scattered by a moving charge. 
S O L U T I O N . In the frame of reference where the particle is at rest (the rest frame of 

the particle), the frequency of the light will not be changed on scattering: Í>J'=ω. 
This relation can be written in invariant form: 

where k^^ and k'f^ are the wave four-vectors of the incident and scattered light, and 
is the four-velocity of the particle (the only non-zero component in the rest frame 

is = 1). Writing out this equality in an arbitrary frame of reference (in which 
the particle moves with velocity v), we find 
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in the system, the frequency of the scattered radiation can be different 
from the frequency of the incident wave. Namely, in the spectral 
resolution of the scattered wave there appear, in addition to the fre­
quency ω of the incident wave, frequencies ω' differing from ω by 
one of the eigenfrequencies of motion of the scattering system. The 
scattering with changed frequency is called incoherent (or Raman) 
scattering, in contrast to the coherent scattering without change in 
frequency. 

Assuming that the field of the incident wave is weak, we can repres­
ent the current density in the form j = j o + j ' , where jo is the current 
density in the absence of the external field, and j ' is the change in the 
current under the action of the incident wave. Correspondingly, the 
vector potential (and other quantities) of the field of the system also 
has the form A = A o + A ' , where A o and A ' are determined by the 
currents jo and j ' . A ' describes the wave scattered by the system, and 
is given in terms of j ' by formula (81.2): 

A ' = ^ - f j U o / c + r . n / c d K (86.1) 

Let us consider the two limiting cases where the frequency ω of the 
scattered waves is small or large compared with the fundamental 
modes of the system. The latter are of order ωο ν/a, where ν is the 
velocity of the charges in the system and a its size. We shall also assume 
that the velocities ν <^c. 

We start with the case where 

ω ωο ^ v/a. (86.2) 

The scattering can contain both coherent and incoherent parts , but we 
shall here consider only the coherent scattering. 

Under the condition (86.2) we can make the same approximations 
in formula (86.1) as we did in §82. In other words, the scattered 
radiation will be dipole radiation. If this is so, then the intensity of 
its spectral component with frequency ω will be proportional to the 
square of the Fourier component | Ρ = ω* | d^ \\ where d' is the change 
in the dipole moment under the influence of the incident wave. 
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If the total charge of the system is zero (a neutral a tom or molecule), 
then for ω 0, approaches a constant limit (if the sum of the 
charges were diiferent from zero, then for ω = 0, i.e. for a constant 
field, the system would begin to move as a whole). Therefore for low 
frequencies ω we can consider d^ as independent of frequency. Then 
the intensity of the scattered wave, and, with it, the cross-section for 
scattering are proportional to the fourth power of the frequency of the 
incident radiation: 

o"coh = constantXω*. (86.3) 

We proceed now to the opposite case of high frequencies: 

ω:^ ωο v/a, (86.4) 

From this condition, the periods of the motion of the charges in 
the system are large compared with the period of the wave. Therefore 
during a time interval of the order of the period of the wave, the 
motion of the charges in the system can be considered uniform. This 
means that, in considering the scattering of short waves, we need not 
take into account the interaction of the charges in the system with 
each other, that is, we can consider them as free. 

Thus in calculating the velocity v' acquired by a charge in the field 
of the incident wave, we can consider each of the charges in the system 
separately, and write for it an equation of motion o f the form 

m dv'/d/ = eE = eEo e-'i"'^-^ 

where k = (ω/ο)η is the wave vector of the incident wave. The position 
of the charge is, of course, a function of the time. In the exponent 
on the right-hand side of this equation the time rate of change of the 
first term is large compared with that of the second (the first is ω, while 
the second is of order kv ν(ωΙο) «c ω). Therefore, in integrating the 
equations of motion, we can consider the r on the right-hand side as 
constant. Then 

v' = - Eo e-'(-'-»^-'). (86.5) 
ιωm 

For the vector potential of the scattered wave (at large distances from 
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t Strictly speaking, the wave vector k' = ω'η'Ιο, where the frequency ω' of the 
scattered wave may differ from ω. However, in the present case of high frequencies 
the difference ω ' - ω ~ G>O can be neglected. 

the system), we have, changing (86.1) to a sum, 

where n' is a unit vector in the direction of scattering. Substituting 
(86.5), we find 

A' = - T - I — e-'-(^-^o/C)Eo y — e-^« % (86.6) 

where q = k'—k is the difference between the wave vector k = (ω/ο)η 
of the incident wave, and the wave vector k' = (ω/ο)η' of the scattered 
wave."'' The value of the sum in (86.6) must be taken at the time f = 
= t—Ro/c (for brevity as usual, we omit the index f on r); the change 
of Γ in the time r-n ' /c can be neglected in view of our assumption 
that the velocities of the particles are small. The absolute value of 
the vector q is 

q = 2 (ω /0 sin (86.7) 

where ^ is the scattering angle. 
For scattering by an a tom (or molecule), we can neglect the terms 

in the sum in (86.6) which come from the nuclei, because their masses 
are large compared with the electron mass. Below we shall be looking 
at just this case, so that we take the factor e^/m outside the sum­
mation sign, and understand by e and m the charge and mass of the 
electron. 

For the field H ' of the scattered wave we find from (81.3): 

H' = ^^^^ Q-ia^(t-Rolc) t_ y e-/a r. (g6.8) 
c^Ro m^ ^ ^ 

The energy flux into an element of solid angle in the direction n' is 
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άσ - ( ¿ -2 ) 'LZE- ' -^ '1 ' s i n2edo . (86.9) 

The bar means a time average, i.e. an average over the motion of the 
charges in the system; it appears because the scattering is observed 
over a time interval large compared with the periods of motion of the 
charges in the system. 

For the wavelength of the incident radiation, there follows from the 
condition (86.4) the inequahty λ «: {c/v)-a. As for the relative values 
of λ and a, both the limiting cases λ : » α and λ <$c α are possible. In 
both these cases the general formula (86.9) simphfies considerably. 

In the case of λ ^ Ö , in the expression (86.9) q-r «c 1, since q --^ 1/λ, 
and r is of the order of a. Replacing e"'**^ by unity in accordance 
with this, we have 

α σ = | ^ j % i n 2 ö d o ; (86.10) 

that is, the scattering is proportional to the square of the atomic 
number Z . 

We now go over to the case of λ α. In the square of the sum 
which appears in (86.9), in addition to the square modulus of each 
term, which is unity, there appear products of the form e'^ 
In averaging over the motion of the charges, i.e. over their mutual 
separations, ri—Γ2 takes on values in an interval of order a. Since 
q ^ ι/λ, λ<κα, the exponential factor e'*>̂ '̂ ~''*Ms a rapidly oscillating 
function in this interval, and its average value vanishes. Thus, for 
λ <^a, the scattering cross-section is 

da = Z^^^^ s in2 θ do, (86.11) 

Dividing this by the mean energy flux {cßn) |Eop of the incident wave 
(cf. the footnote on p . 219) and introducing the angle θ between the 
direction of the field Ε of the incident wave and the direction of 
scattering, we finally obtain the scattering cross-section in the form 
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Comparing this with the total cross-section (86.10), we see that άσ^^^ = 
= de, that is, all the scattering is coherent. 

that is, the scattering is proportional to the first power of the atomic 
number. 

The cross-sections (86.9)-(86.11) contain both coherent and incoher­
ent parts. To determine the coherent scattering cross-section, we 
must separate the part of the field of the scattered wave that has 
frequency ω. The expression (86.8) for the field depends on the time 
through the factor e"'""^ and also through the time dependence of the 
sum i7e~'**'. This latter dependence also has the consequence that the 
field of the scattered wave contains not only the frequency ω but other 
(slightly different) frequencies. The par t of the field that has frequency 
ω (i.e. depends on the time only through the factor e""'"^ is obtained 
by taking the time average of i7e~'***'. The corresponding expression 
for the coherent scattering cross-section d̂ ^̂ ĥ differs from the total 
cross-section άσ\ instead of the average value of the squared modulus 
of the sum it contains the squared modulus of the average value of the 
sum: 

d^eoh = ( ,^2) V(q)P sin2 θ do, (86.12) 

where 

F{q) = Et^'. (86.13) 

The function F ( q ) is called the atomic form factor. It is worth 
noting that it is jus t the spatial Fourier component of the average 
charge distribution in the atom, ρ(Γ) : 

e F ( q ) = J ρ(Γ) e - ^ < i ' d F . (86.14) 

This is easily understood if from the start we write the unaveraged 
density ρ(r) as a sum of delta functions (cf. (54.1)). 

If A fl, we can again replace e " ' ' ' by unity, so that 

do-coh = (^^^ sin2 θ do. (86.15) 
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If λ <$C ÚF, then when we average in (86.13) all the terms of the sum 
(being mean values of rapidly oscillating functions of the time) vanish, 
so that dcT̂ OH = 0. Thus in this case the scattering is completely incoher­
ent. 
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Centrally symmetric field 26, 31-9 
Centre of field 26 
Centre of mass 22 

system 40, 142 
Centrifugal 

force 100 
potential energy 33, 100 

Characteristic 
equation 60 
frequency 60 
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problem 35-9 
second law 32 
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L system 142 
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precession 212 
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Light 

aberration of 129 
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velocity of 113,141η. 
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Lorentz 

condition 249 
contraction 127 
force 156 
frictional force 266 
gauge 249 
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centre of 22 
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Maxwell stress tensor 190 
Maxwell's equations 173,184 
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Molecules, vibration of 62-3 
Moment 

dipole 199 
of force 91 
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magnetic 209 
of momentum, see Angular momen­

tum 
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Momentum 
angular, see Angular momentum 
conservation of 20, 22, 27 
density in electromagnetic field 188 
in electromagnetic field 153 
flux in electromagnetic field 189 
four-dimensional 140-1 
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of a system 20-3 

Monochromatic electromagnetic waves 
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Motion, equations of, see Equations of 
motion 
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Newton's 

equations 13 
third law 21 
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Non-linear oscillations 74-6 
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Normal (cont.) 
oscillations 61-4 

Notation xiii, l ln . , 154n. 
Null four-vector 131 

One-dimensional 
motion 28-30 
oscillations 50-8, 71-4 
oscillator 5In., I l l 

Optics, geometrical 228-34 
Oscillations 

anharmonic 74-6 
linear 74 
non-linear 74-6 
small, see Small oscillations 

Oscillator 
field 247 
one-dimensional 5In., I l l 
space 35, 64, 165, 270 

Parametric resonance 71-4 
Particle 3 
Past, absolute 121 
Pendulum 15-16, 63-4, 74, 85 

Foucault's 101-2 
Phase 

of small oscillations 51 
path 110 
of wave 219 

Plane electromagnetic waves 215-21 
Poisson's equation 191 
Polarisation of electromagnetic waves 

221, 224-7 
Position vector 3 
Potential 

dipole 200 
energy 12-15, 19, 33, 100, 200 
four-dimensional 152 
Lienard-Wiechert 253 
retarded 251 
scalar 153 
vector 153 
well 29 

Poynting vector 185 
Precession 

Larmor 212 
regular 89 

Pressure of light 218 
Principle, Hamilton's, see Principle of 

least action 
Principle of least action 4-6, 103n., 

136 
Proper 

length 126 
time 122-3 
volume 127 

Pseudo-Euclidean geometry 117n. 

Quadrupole 
moment 201-2 
potential 200 

Radiation 248-76 
damping 266 

Radius vector, see Position vector 
Reactions 93 
Reduced mass 30 
Relativistic mechanics 9n., 113 
Relativity principle 8 

Einstein's 113 
Galileo's 9 

Remote, absolutely 121 
Resolution, spectral 222-4, 259-61 
Resonance 54-5 

parametric 71-4 
Rest, system at 22 
Retarded potentials 251 
Reversibility of motion 13 
Rigid body 77, 195 

angular momentum of 87-90 
equation of motion of 90-92 
motion of 77-102 

Rolling of bodies in contact 93-6 
Rotator 83, 88 
Rough surfaces 93 
Rutherford's formula 48 

Scalar potential 153, 158-60 
Scattering 

cross-section 46-9, 268 
of particles 44-9, 144-8 
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damped 64-70 
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frequency of 51 
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Smooth surfaces 93 
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homogeneity of 8, 19 
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Spectral resolution 222-4, 259-61 
Spherical top 83, 88 
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Summation convention 81n., 130 
Superposition principle 175 
Symmetric four-tensor 132 
Symmetrical top 82, 89-90 

Tensor 
electromagnetic field 169-71 
four-dimensional 132-5 
inertia 82-4 
metric 133 
polarisation 226 

Thomson's formula 269 
Time 

absoluteness of 9, 114 
component of four-vector 131 
homogeneity of 8, 18 
proper 122-3 
reversal 13, 157-8 

Time-like 
four-vector 131 
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spherical 83, 88 
symmetrical 82, 89-90 

Torque 91 
Trace of four-tensor 133 
Translational velocity 78 
Transverse waves 217 
Turning points 29, 33 
Two-body problem 30 

Ultra-relativistic case 139 
Uniform field 15, 161-8 

Variation 
of function 5 
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Vector 
four-dimensional, see Four-vector 
potential 153, 158-60 

Velocity 3 
angular 78-80 
composition of 9,114,128 
four-dimensional 140 
generalised 3 
of light 113,141η. 
of propagation of interactions 112-

15 
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transformation of 127-9 
translational 78 

Volume, proper 127 

Wave 
equation 214 
surface 228 
vector 219 
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Wavelength 219 
Waves, electromagnetic 213-76 

plane 215-21 
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line 116 
point 116 


